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Preface

1) Let (2 = C(Ry — R), (X¢, Fi)iz0, Foo = t;/O Fi, Wy(x € R)) denote the canonical realisa-

tion of one-dimensional Brownian motion. With the help of Feynman-Kac type penalisation
results for Wiener measure, we have, in [RY, M] constructed on (92, Fo,) a positive and o-
finite measure W. The aim of this second monograph, in particular Chapter 1, is to deepen
our understanding of W, as we discuss here other remarkable properties of this measure.
For pedagogical reasons, we have chosen to take up here again the construction of W found
in [RY, M], so that the present monograph may be read, essentially, independently from our
previous papers, including [RY, M].

Among the main properties of W presented here, let us cite :

e the close links between W and probabilities obtained by penalising Wiener measure by
certain functionals : see Theorems 1.1.2, 1.1.11 and 1.1.11° ;

e the existence of integral representation formulae for the measure W : see Theorems 1.1.6
and 1.1.8. These formulae allow to express W in terms of the laws of Brownian bridges and of
the law of the 3-dimensional Bessel process (see, formula (1.1.43)). They also allow to express
W in terms of the law of Brownian motion stopped at the first time when its local time at
0 reaches level [, [ varying, and of the law of the 3-dimensional Bessel process (see, formula
(1.1.40)). One may observe that these representation formulae are close to those obtained by
Biane and Yor in [BY] for some different o-finite measures on Wiener path space.

e the existence, for every F' € L} (Foo, W), of a ((F, t > 0),W) martingale (M;(F), ¢ > 0)
which converges to 0, as ¢ — oo (see Theorem 1.2.1). Many examples of such martingales are
given (see Chap. 1, Examples 1 to 7). The Brownian martingales of the form (M;(F), ¢ > 0)
are characterized among the set of all Brownian martingales (see, Corollary 1.2.6) and a
decomposition theorem of every positive Brownian supermartingale involving the martingales
(My(F), t > 0) is established in Theorem 1.2.5. In the same spirit, we show (see Theorem
1.2.11) that every martingale (My(F), t > 0) with F' € L*(F., W), F not necessarily > 0,
may be decomposed in a canonical manner into the sum of two quasi-martingales which enjoy
some remarkable properties. In particular, this result allows to obtain a characterization of
the martingales (My(F), ¢t > 0), with F € L'(Fs, W) which vanish on the zero set of the
process (X, t > 0). This is Theorem 1.2.12.



e a general penalisation Theorem, for Wiener measure, which is valid for a large class C of
penalisation functionals (F;, ¢t > 0) and whose proof hinges essentially upon some remarkable
properties of W : this is the content of Subsection 1.2.5 and particularly Theorem 1.2.14.

e the existence of invariant measures, which are intimately related with W, for several Markov
processes taking values in function spaces (see Section 1.3). Chapter 1 of this monograph is
devoted to the results we have just described.

2) The results relative to the 1-dimensional Brownian motion are extended in Chapter 2, of
this monograph to 2-dimensional Brownian motion (we identify R? to C, and use complex
notation). In this framework, the role of the measure W is played by a positive and o-finite
measure, which we denote W on (Q = C(Ry — C), .7-"00). The properties of W) are,
mutatis mutandis, analogous to those of W. However, in the set-up of the C-valued Brownian
motion (X¢, ¢ > 0) it is of interest to consider the winding process (6, t > 0) :

t
<9t,t>0>=<90+1m/ dXs,t>0>
0 XS

We study this process under W), We then obtain a Spitzer type limit theorem about the
asymptotic behavior in distribution for 6;, adequately normalized, as t — oo. This is Theorem
2.3.1. (see also Remark 2.3.2).

3) Chapter 3 of this Monograph is devoted to the transcription of several of the preceding
results to a more general framework, that of a certain class of linear diffusions (taking values
in Ry). This class is described in Section 3.1. It is in fact the class of the linear diffusions
studied by Salminen, Vallois and Yor (see [SVY]). These are diffusions taking values in R,
and associated with a speed measure m and a scale function S, both of which have adequate
properties. Fundamental examples of such diffusions are the Bessel processes with dimension
d=2(1—-a)for 0 <d< 2. (We also refer to a €]0,1[, or to the index —a €] — 1,0[). The

1
case d =1 <or o= 5) is that of reflected Brownian motion.

We particularize, in Section 3.3, for these examples, the general results obtained for this class
of linear diffusions (see, Theorem 3.3.1). The analogue, for the Bessel process with index
(—a), of the measure W, is denoted W) Then, still in this framework of the Bessel
process of index (—a), we establish some link between, on one hand, the measure w(e)
and, on the other hand, a Feynman-Kac type penalisation of a Bessel process with index
(—a) (see Remark 3.3.2 and 3.3.3). Finally, in Section 3.4, we give a new description of the
measure W(=®) restricted to F,, with g := sup{t > 0; X; = 0}. This is Theorem 3.4.1. This
description is the transcription in our situation of results of Pitman-Yor (see [PY]). In some
sense, this description of W% restricted to JF4 resembles the description due to D. Williams
of the It6 measure of Brownian excursions.

4) Chapter 4 of this monograph consists in obtaining, this time in the framework of Markov
chains taking values in a countable set, the analogue of the preceding results. Section 4.1 is
devoted to the definition of the measures (Q,, x € E) which play here the role of the measures
W, in the precedings chapters. Also as in the preceding chapters, certain martingales are
associated to these measures (Q,, = € E); see the description in Corollary 4.2.2. In this
new framework of Markov chains, the o-finite measures (Q,, =z € FE) depend, from our
construction, on a point xg € E and on a function ¢. This dependence with respect to xg
and ¢ is studied in subsections 4.2.3 and 4.2.4. Section 4.3 is devoted to the study of many
examples ; in particular, for random walks on trees, it appears that there may exist a whole



family of different measures (Q,, = € E). All results found in this Chapter 4 are due solely
to J. Najnudel.

Finally, let us mention that a very concise summary of some of the results found in this
Monograph are presented, without proofs, in our Comptes Rendus de I’Académie des Sciences
Note [NRY].
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Chapter 1. On a remarkable o-finite measure W on path space,
which rules penalisations for linear Brownian motion

1.0 Introduction.
1.0.1 (Q, (X4, Fe)y t >0, Foo, Wy (x € R)) denotes the canonical realisation of 1-dimensional
Brownian motion. Q@ = C(Ry — R), (X¢,t > 0) is the coordinate process on this space and
(Ft, t > 0) denotes its natural filtration ; Fo = t\>/0.7-}. For every x € R, W, denotes Wiener

measure on (€2, Fa) such that W,(Xo = ) = 1. We write W for Wy and if Z is a r.v. defined
on (2, Foo), we write W5 (Z) for the expectation of Z under the probability W.

1.0.2 In a series of papers ([RVY7 il, i=1,11,--- ,X) we have studied various penalisations
of Wiener measure with certain positive functionals (F;, ¢ > 0) ; that is for each functional
(Fy, t > 0) in a certain class, we have been able to show the existence of a probability WZ on
(Q, Foo) such that : for every s > 0 and every I'y € b(F), the space of bounded F measurable
variables :

W(LsFy)

Jim. W - WI(T,) (1.0.1)

In this paper, we shall construct a positive and o-finite measure W on (€2, F,) which, in
some sense, "rules all these penalisations jointly”.

1.0.3 In Section 1.1 of this chapter, we show the existence of W and we describe some of its
properties.

In Section 1.2, we show how to associate to W a family of ((.E, t > 0),W) martingales
(Mt(F)7 t > 0) (F € L}r(}"oo,W)). We study the properties of these martingales and give
many examples.

In Section 1.3, we describe links between W and a o-finite measure A which is defined as
the ”law” of the total local time of the canonical process under W in Chapter 3 of [RY, M].
In particular, we construct an invariant measure A for the Markov process ((Xt, L), t> 0)
(and A is intimately related to A). Here, L? denotes the local times process (L7, x € Ry),
so that this Markov process (X, L*®) takes values in R x C(R — R).

1.0.4 Notations : As certain o-finite measures play a prominent role in our paper, we denote
them, as a rule, in bold characters. Thus, no confusion should arise between the o-finite
measure W, and the Wiener measure W,.

1.1 Existence of W and first properties.

Our aim in this section is to define, via Feynman-Kac type penalisations, a positive and o-
finite measure W on (2, F). Moreover, independently from this penalisation procedure, we
give several remarkable descriptions of W.

1.1.1 A few more notations.

(Q, (Xt, Ft) >0, Foo, Wa(x € R)) denotes the canonical realisation of 1-dimensional Brownian
motion.
We denote by Z the set of positive Radon measures ¢(dx) on R, such that :

(e}
0< / (1+ |z]) g(dz) < o0 (1.1.1)
0
For every q € Z, (Ag‘I), t > 0) denotes the additive functional defined by :

A9 = /RLif q(dy) (1.1.2)
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where (LY, t > 0,y € R) denotes the jointly continuous family of local times of Brownian
motion (X¢, ¢ > 0). When the Radon measure ¢ admits a density with respect to the Lebesgue
measure on R (and then we denote again this density by ¢) the density of occupation formula
yields :

A9 — /R LY o(dy) = /0 4(X.)ds (113)

We denote by b(F;) (resp. by (Fs)) the vector space of bounded and real valued (resp. the
cone of bounded and positive) Fs measurable r.v.’s.

As our means to construct W, we use a penalisation result obtained in [RVY, I (see also
[RY, M]). In the next subsection, we recall this result.

1.1.2 A Feynman-Kac penalisation result.
Theorem 1.1.1. Let ¢ € Z and :

DY =W, <exp (—% AE‘”)) (1.1.4)
1
@ _ <_5 Ag@)
9 . )
w9 = b W, (1.1.5)
1) For everys > 0 and I's € b(F;), Wx(?t) (T's) admits a limit ast — oo, denoted by Wx(?go(I’s),
ne. !
Wx(,qt) (Ts) — W9, (L) (1.1.6)

We express this property by writing that ng?t) converges, as t — 00, to ngqgo along the
filtration (Fs, s > 0).

2) W§?§O induces a probability on (Q, Fso) such that :

ng@qﬁ = Mé?,?-WWS (1.1.7)
where (M:,E‘Q, s> 0) is the ((Fs, s > 0), W,) martingale defined by :
X5) 1
M) = $olX) —= AW 1.1.8
0= 2008 e (5 ¢ (119

In particular, Mgg =1 W, a.s.

The function ¢4 : R — R which is featured in (1.1.8) is strictly positive, continuous, convex
and satisfies :
pq(x) ~ x| (1.1.9)

|z|—o00
3) ¢, may be defined via one or the other of the two following properties :

i) g is the unique solution of the Sturm-Liouville equation :

¢ =p-q (in the sense of distributions) (1.1.10)

which satisfies the boundary conditions :

¢/ (+00) = —¢'(—00) = (1.1.11)



i) \/? W, (exp <—% AE‘”)) — ¢q() (1.1.12)

4) Under the family of probabilities (Wgﬁ‘{;, x € R), the canonical process (X, t > 0) is a
transient time homogeneous diffusion. More precisely, there exists a (Q, (Fi, t > 0),Wo(oq))
Brownian motion (B, t > 0) such that :

t /X
Xt:erBtJr/ 26X e (1.1.13)

0 ‘Pq(Xs)

In particular, this diffusion process (Xi, t > 0) admits the following function v, as its scale
function :

N
Yq(x) .—/O 200) (1.1.14)

(and : |vq(F00)| < 0).
We note that the function ¢, featured in Theorem 1.1 is not exactly the one found in [RY,
M]. It differs from it by the factor \/g ; we have made this slight change in order to simplify

some further formulae.
1.1.3 Definition of W.

We now use Theorem 1.1.1 to construct the o-finite measure W. In fact, we define, for
every x € R, a positive and o-finite W, which is deduced from W via the following simple
translation by x :

W, (F(Xs, s >0)) = W(F(z+ X,, s >0)) (1.1.15)

for every positive functional F. This formula (1.1.15) explains why, most of the time, we may
limit ourselves to consider Wy, which we denote simply by W.

Theorem 1.1.2. (Ezistence of W)
There exists, on (Q, Fx) a positive and o-finite measure W, with infinite total mass, such
that, for every q € T :

1
W = ,(0) exp <§ Ag‘?) WD (1.1.16)
or
wo - Lo <_1 Ag@) W (1.1.16))
SOq(O) 2

In other terms, the RHS of (1.1.16) does not depend on q € Z. In particular :

W <exp (—% Ag))) = ,(0) (1.1.17)

As we shall soon see, the measure W is such that, for every ¢ > 0 and for every r.v. I'; €
bi(Fi), W(I'y) equals 0 or +o00 depending whether W (I';) = 0 or is strictly positive. Thus,
the measure W, although, as we show later, it is o-finite on (€2, Fo), is not o-finite on either
of the measurable spaces (2, %), t > 0.

Proof of Theorem 1.1.2.



i) We shall establish that, for every ¢ € Z, the measure on (2, F) :

1
©q(0) exp <§ Aé‘?) WY

does not depend on ¢, which allows to define W from formula (1.1.16). Then, we shall prove
that W, thus defined, is (2, F) o-finite.

i1) Lemma 1.1.3. For every q € Z and every x € R :

1) if A<l WY, <exp% Afj}) < o0 (1.1.18)
' () A @) =
2) ifA>1 W% (exp 5 A ) = +o0 (1.1.19)

Proof of Lemma 1.1.3.
From (1.1.7), for every A €]0,1] :

A 0q(X3) 1—A
i e ) (L8 ()

_%0(1_)\)11(%) (pq(Xt) QO(l_)\)q(Xt) o [ ﬂ @
el e <‘P(1A)q(Xt) P(1-1)q(@) p( < 2 >At )> (1.1.20)

We have been able to write (1.1.20) because the functions ¢, and (), are strictly positive.
On the other hand, since for every q € Z, ¢,(x) | |~ |z|, there exist two constants :
T|—0o0

0< Cl(/\,q) < CQ(/\,q) < o0

such that :

. ©q(y) ©q(y)
Ci(\q) < inf ——*— <sup ——2— < (Oy(\, ¢ 1.1.21
1(%-9) veR ©(1-x)q(¥) ~ yerR P1-x)q(¥) 2(%q) ( )

Thus, from (1.1.20) :

A P-x)q(7) ©q(y) 1-A Ca(N, q)
wia <exp— A(Q)> < I qyp — 20y ((0-Na) (1) < 1.1.22
2o (PG A P@ R @) e Mgy (12

We now let ¢ — oo and we use the monotone convergence Theorem to obtain point 1) of
Lemma 1.1.3.
We now write relation (1.1.20) with A =1:

Wiy, <exp% Aﬁ‘”) =W, (ﬁ;é?) ~ k(@) (1.1.23)

1 2

with k(x) = . \/j > 0, since @4(xz) ~ |z|. It then remains to let ¢ — oo in (1.1.23),
wq(x) T |z|— 00

then to apply once again the monotone convergence Theorem to obtain point 2) of Lemma

1.1.3.

i11) Formula (1.1.16) is then a consequence of :

10



1
Lemma 1.1.4. The measure @q(x)exp (5 Ag‘?) 'ng?oo does not depend on q € T.

We note that the measure ¢, (x)exp (% Ag‘?) . Wéqo)o is well defined since, from point 1) of
Lemma 1.1.3, the r.v. Ag%) is Wx(qgo a.s. finite. On the other hand, the measure

©q(x)exp <% Ag‘?) . ngqgo has infinite total mass from point 2) of Lemma 1.1.3.

Proof of Lemma 1.1.4.

Let q1,q2 € Z. Then, from (1.1.17) and (1.1.18) we have for every I';, € by (Fy), with u <t :
Wil (P (olewn (5 40) ) = WalTupn (X0)

W, <H% Pao (Xt)>

X;) 1
= Wiz <Fu T P (X ex (— A(q2>>> 1.1.24
s QOQQ( )QOQQ(Xt) p 2 t ( )

Since the relation (1.1.24) takes place for every Iy, € by (F,) for any u < t, we may replace
Iy by T'yexp (—5A§q1+q2)) (e > 0). We obtain :

Wx(q&g [Fu%n (z) exp <<% — 5) A§q1)> 'exp( _ {_:quz))]

X,) 1
_ e [pu oPulXo) <<_ _ 5) A(q2)> oxn( — eAl@) ] 1.1.25

However — this is point 4) of Theorem 1.1.1 — | Xy| 20 Waﬁ‘{Q a.s. and the function
— 00

x
r — SDL() is bounded and tends to 1 when |r| — oo. The dominated convergence

Pz (z)
Theorem - which we may apply thanks to Lemma 1.1.3 - implies then, by letting ¢t — oo in

(1.1.25) :
1
womislen( (1) )t

= cpq2($)Wx(?§g [Fu <exp <<% - €> Ag%”) ~exp( — EAg%I))} (1.1.26)

Since (1.1.26) holds for every I', € by (F,) the monotone class Theorem implies that (1.1.26)
is still true when we replace I';, € by (F,) by I' € by (Foo). It then remains to let ¢ — 0 and
to use the monotone convergence Theorem to obtain : for every I' € by (F) :

1 1
eu W (T (5420 )) = oWl (Tes (5 42))

This is Lemma 1.1.4 and point 1) of Theorem 1.1.2.

iv) We now show that W has infinite mass, but is o-finite on F .
Firstly, it is clear, from point 2) of Lemma 1.1.3, that :

W(1) = ¢, (0)WD <exp <% Ag@)) = +00 (1.1.27)

11



On the other hand, from point 1) of Lemma 1.1.3, A((f)) < 00 Wo(g) a.s. Hence :

1A((;é)§n T 1 Wég) a.s.
Thus :
1 n
W(AY < n) = p,(0) W <<exp <§ Ag))) : 1Ag)§n> < ¢q(0)e2 (1.1.28)

which proves that W is (2, F) o-finite.

v) We now show that, for every I'; € by (F;), W(I't) =0 or 4o0.
By definition of W, we have :

W) = (o) W <rt exp <% Aé%)))

1 1
= (0) W <Ft exp <§ Aﬁ‘”) W <eXp (5 A;;))) (1.1.29)

1
from the Markov property. But, from Lemma 1.1.3, ngqgo <exp (5 Ag‘?)) = 400 for every

x € R. Thus, W(I';) equals 0 or +o00 according to whether W (I';) is 0 or is strictly positive,
i.e. according to whether W (T';) equals 0 or is strictly positive since, from (1.1.7) and (1.1.8),
the probabilities W and Wég) are equivalent on F;.

The careful reader may have been surprised about our use in the proof of Lemma 1.1.4 of
the r.v. exp( —€ qul +q2)). This is purely technical and ”counteracts” the fact that W takes
only the values 0 and +oo on F;.

We shall now give several other descriptions of the measure W. In order to obtain these
descriptions we use a particular case of Theorem 1.1.1, which shall play a key role in our
study. This particular case is that of ¢ = dg (or more generally ¢ = A\Jp), the Dirac measure
in 0. We begin by recalling a result in this case.

1.1.4 Study of the canonical process under W(Q‘ %),

Theorem 1.1.5 below has been obtained in [RVY, II], Theorem 8, p. 339, with h(x) =

h™(z) = exp (-%) (\z > 0).

Theorem 1.1.5. (A particular case of Theorem 1.1.1, with ¢ = \dg, hence (qu) =ML, t> 0)
where (Ly, t > 0) is the Brownian local time at 0.)

1) The function pys, defined by (1.1.10), (1.1.11) equals :

2 2
o (2) = |l + 15 hence,  9a5(0) = 1 (1.1.30)
while the martingale (MS(MO), 5>0) (see (1.1.8)) equals :
A A

2) Under o) .

12



i) The r.v. g :=sup{u >0; X, =0} is W% g, finite and Loo(= Lg) has density :

(X0) by
W) = 3 e™3! 1pg oo (1) (1.1.32)

ii) The processes (X, v < g) and (Xg4y,uw > 0) are independent.
iii) The process (Xgyu,u > 0) is distributed with P(g?” M) here

1 ~
Py = 2 (7Y + YY) (1.1.33)
with Pé?’) (resp. ﬁo(g) ) denoting the law of 3-dimensional Bessel process (resp. its opposite)
starting from 0.
iv) Conditionally on Loo(= Ly) =1, (Xy, u < g) is a Brownian motion starting from 0,
constdered until its local time at O reaches level I, that is up to the stopping time :

T = inf{t >0; Ly > l} (1134)

We write W' for the law of this process.

A

3) W) _ _/ e (W o PP ™)l (1.1.35)
0

2

In (1.1.35), we write W' o PO(?” ) for the image of the probability W' @ PO(?” sym) by the
concatenation operation o :

0:OxN— 0
defined by (note that X, =0) :

Xi(w) if t < 7(w)

Xy (wod) = { X (@) £ 1> nw) (1.1.36)

Such a notation o has been used by Biane-Yor [BY] to whom we refer the reader. Let us note
that formula (1.1.35) is nothing else but the translation of the results of point 2) of Theorem
1.1.5.

1.1.5 Some remarkable properties of W.

We may now describe the measure W independently from any penalisation. We introduce :

g :=sup{t; X; =0}, ga :=sup{t; Xy =a} (1.1.37)
Oap = sup{t, X; € [a,b]} (a <b) (1.1.38)
04 :=sup{t, X; € [~a,d]} (a>0) (1.1.39)
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Theorem 1.1.6. The following identities hold :

1) W= [Xdl (WleP*™™) (1.1.40)
2) i) For every (F, t > 0) stopping time T and for any r.v. T which is positive and Fr
measurable :

W Lger 17co0) = W (D X1 |11<o0) (1.1.41)
it) The law of g under W is given by :
dt
W(g € dt) = NGET (t>0) (1.1.42)

i11) Conditionally on g = t, the process (X, u < g) under W is a Brownian bridge with
length t. We denote by H(% the law of this bridge.

iv) = J3° A= (T hoRg™™™) (1.1.43)
v) For every premszble and positive process (¢s, s > 0) we have :

=W </OOO ¢des) (1.1.44)

3) i) For every (Fy, t > 0) stopping time T, the law under W of Loo — Ly, on T < o0 is
given by :

W(Lo — Ly €dl, T <o00) = W(T < 00) g oe)(D)dl + W (|X1|lr<o0) S0 (dl)
= W(T < 0) Ljgoq)(D)dl + W(g < T < 00)do(dl)

In particular, for T =1t :
/2t
W(Le — Ly € dl) = 19 oo[(1)dl + — 0o (dl) (1.1.45)

i1) For every 1> 0, conditionally on Loo — Ly =1, T < 00, (Xy, u < T) is a Brownian motion
indexed by [0,T] (1.1.46)

i11) The density of (g, Loo) under W equals :
l2

l exp <——
u
1 (101) = e T ()L () (1.1.47)

Remark 1.1.7.
1) We deduce from formulae (1.1.43) and (1.1.17) that :

©q(0) = W<GXP <—% Aé@))
© 1 m 1
_ / Z;tng%< p<_§qu>)).pg3vsy>(exp(_§Agg>)> (1.1.48)

2) It is proven in Biane-Yor ([BY], see also [Bi]) that :

o0 - oo dt (t)
dl Wyt = II
/0 0 /0 /—27Tt 0,0
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Thus, from this identity, we deduce easily that (1.1.40) implies (1.1.43).

3) Formula (1.1.41) (see also formulae (1.1.52), (1.1.54), (1.1.55), (1.1.56), (1.1.73)) yields
a "representation” of the Brownian sub-martingale (|X;|, ¢ > 0) in terms of the increasing
process (1g<¢, ¢t > 0). (By a "representation” of a (P, (F, ¢t > 0)) submartingale (Z;, t > 0),
we mean a couple (Q, (Cy, t > 0)) where @ is a o-finite measure and (Cy, t > 0) is a increasing
process such that, for every Ty € b(F;) : Q(T'y-A;) = Ep[L'y- Z4).) Here, the couple (W, 15<;)
is a representation of the submartingale (|X;|, t > 0).

Before we prove Theorem 1.1.6, we present a slightly different version of it. We shall not prove

this version, whose proof relies on close arguments to those we needed to obtain Theorem
1.1.6.

Theorem 1.1.8. Let a > 0 ; the following formulae hold :
1) For every (Fy, t > 0) stopping time T and for every r.v. T'p positive and Fp measurable :

W(T'T g, <r<00)) = W (L1 (|X7| — @)  17<o0) (1.1.49)
_a?
2) i) W(o, € dt) = f/i dt (t>0) (1.1.49")
i) = f e *a%(Hgleopﬁlﬂ?’)+Hgf[aop<—a’3>) (1.1.50)

where Hg)ﬁ denotes the law of the Brownian bridge of length t starting from « and ending in
B and where P\@3) (resp. P(=%3)) s the law of the process (a + Ry, t > 0) (resp. (—a — Ry,
t > 0)) where (R, t > 0) is a 3-dimensional Bessel process starting from 0. In particular,

1
the law of (Xy, u < 0g,), conditionally on o, =1 is 5(1_[821 + Héfla)

ii1) For every positive and previsible process (¢, u > 0), we have :

W(¢s,) = (/ ¢y d L“> (1.1.51)

We note that points 1) and 2) of Theorem 1.1.6 are particular cases of the corresponding ones
in Theorem 1.1.8 when a = 0. On the other hand, in the same spirit as for (1.1.48) we have,
with the same kind of notation :

-1
with Ly := 5 (LG + L,°).

W (Cr(Xr — a)41lrcos) = WH(Irlg, crcoo) (1.1.52)4
W(FT(XT - a)71T<oo) =W (I'rlg,«7<o0) (1.1.52)_
where : Lo
Wt == H” p® 1.1.53
_ 1 o0 dt (t) ~(3)
W™ =— Iy, o P 1.1.53)_
2 /O /—27rt 0,0 0 ( )

Adding (1.1.52)4 and (1.1.52)_ yields :

W(r| X7 — allr<oo) = W1y, <T<00) (1.1.54)
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and also, with a < b :

W (Pr (X7 =)y + (a = X1)1)17<00) = W(T'7 10, ,<T<00)
and
W(FT(|XT| - a)+1T<oo) =W({I'rls,<7<o0) (a >0)

Proof of Theorem 1.1.6.
Here is the plan of our proof. We shall use formula (1.1.16) with ¢ = g :

W = ¢4, (0) ez Lo (00 = 9 3 Loe 7 (00)

o)

(from (1.1.30)), as well as the properties of Ws," recalled in Theorem 1.1.5.

i) We prove (1.1.40) .
Let F and G be two positive functionals. We have, from (1.1.57) :

W(F(Xs, s <g) - G(Xgps, s 2 0))
= 2W ) (e2F=F(X,, s < g) G(Xyis, 5 > 0))
= 2W) (29 F(X,, s < g) G(Xgis, s > 0))
(since Loo = Ly)
= 2w (e2lF(X,, s < g)) Py (G(X, 52 0))
(from Point 2)ii) of Theorem 1.1.5 and from (1.1.33))

(1.1.55)

(1.1.56)

(1.1.57)

- ( W e2LgF<Xs,s§g>|Lg=l>§e5dl>-Pé3’sym)(G<Xs,szo>)

(from 1132)

= < e?W (s,s<n)

l\Dl'—‘

2dl)) PP (G(X, s > 0))

= [ e PP (P 5 <) G 5 2 0)
0

from point 2, iv) of Theorem 1.1.5.

it) We now prove (1.1.41).
For this purpose, we apply formula (1.1.16) with ¢ = Adg. Thus :

2
qu) = AL; and, from (1.1.30), ¢xs,(x) = X + |z|.

Thus, from (1.1.16), (1.1.17), (1.1.18) and Doob’s optional stopping Theorem :

2 2 A
w <FT (X + |XT|> 1T<oo> = 3 W% (e2 LDy 1pco)

— W(Tr ly<ren) + W(Tp 1gspe 2 (Fx—L1)) (1.158)

We then let A — oo in (1.1.58) and note that Lo, — Ly > 0 on g > T. The monotone

convergence Theorem implies :
W (Tr|Xr|lr<os) = W 1y<rcoo)
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This is precisely relation (1.1.41). Relation (1.1.42) is an easy consequence of (1.1.41).
i11) We prove (1.1.45) and (1.1.46).
We note that (1.1.41) and (1.1.58) imply :

% W{Irlr<eo) = W <FT lgsT exp <—%(Loo - LT))) (1.1.59)

R
= W({rlres) (/ e—aldz>
0

Thus, by injectivity of the Laplace transform, for every function ¢ : Ry — Ry Borel and
integrable :

W(lr 1<) (/000 ¢(l)dl> = W (T'1¢(Loo — L7)1g57) (1.1.60)

and
W (| X71|lr<oo) = W(g < T < 00) = W(Loo — Ly =0, T < 00) (1.1.61)

In other terms, we have :
W(Loo —Lred, T< OO) = W(T < 00)1[0700[(l)dl + W(‘XT|1T<OO)(50(CU)

and, under W, conditionally on Lo, — Ly =1 (I > 0), (X, u <T) is a Brownian motion
indexed by [0, T]. This is (1.1.45) and (1.1.46).

iv) We now prove point 2, iii) of Theorem 1.1.6.

For this purpose, we write (1.1.41), choosing for I'y ar.v. of the form ® ), where (@, u > 0)

is a previsible positive process, and where ¢ := sup{s < t, X, = 0}.
The RHS of (1.1.41) becomes, with T'=1¢ :

t
W(IXi|®,0) = W(/O <I>SdLS>

(from the balayage formula (cf [ReY], Chap. VI, p. 260))
t
W (@4 X5 = 0)W (dLs)
¢ ds
W(d| Xy, =0)——
( ol Xs )\/ 21s

since W (Ls) = W (|X,]) = \/%>

W (P, 14<;)
(since g= g(t) on the set {g < t})
_ /tw(@ lg =) ds (1.1.63)
; g Nor 1.
from (1.1.42). Thus :
ds ds

/Otw(@sp(s:o)\/% = /(:W(@g‘g:s)\/%

17

S— S—.

(1.1.62)

N

The LHS of (1.1.41) writes :

W(@ ;1) 1g<t)




This relation implies W(@S\g = s) = W(<I>S\XS = 0), i.e. point 2, 4ii) of Theorem 1.1.6.
We also note that we deduce from the equality between (1.1.62) and (1.1.63) :

t t dS
W @S dLs = W (b —
</o ) /o ( slo S) V2Ts
that :

W (/OOO <I>SdLS> = /Ooow(q>g|g = 5)W(g € ds)

= W(,) (1.1.64)

i.e. point 2, v) of Theorem 1.1.6.

v) We now prove point 2, iv) of Theorem 1.1.6.
We obtain, with the help of (1.1.57), for two positive functionals F' and G :

W (F(Xs, s <g) G(Xgts, s >0))
2WE) (F(X,, 5 < g) 219G (Xg1s,520))
2 W) (F(X,, s < g)ezl) PP™(G(X,, s> 0))
(from point 2 4) and 2 i) of Theorem 1.1.5)
= W(F(Xs, s<g)) -Po(g’sym) (G(Xs, s>0))

(using once again (1.1.57))

_ = _ o dt (3,5ym)
= </0 W (F(X,, 5§g)|g—t)ﬁ> - B (G(Xs, s >0))

(from (1.1.42))

= [T (R s <0) B G 5 2 0)
)

(from point 2 44i) of Theorem 1.1.6

o dt ,Sym
= | Moo B™) (F(Xe 5 <9) G(Xgrs, 520)):

vi) Formula (1.1.47) is a consequence of (1.1.42), (1.1.43) and the fact that :

Under H(()%, L; is distributed as v/2te, where ¢ is a standard exponential r.v.
Remark 1.1.9.
1) We have, from (1.1.16) and Theorem 1.1.5 :

% e 2 oo LW = W (0) (1.1.65)

But, from Theorem 1.1.1, under W(MO) :

togon X
thBtJr/ggiX"’ds
0 )\+| S|

Hence (see [RY, M], Chap. 4) . W(g\éo) . Pé3,sym).

A—00

A sym
Thus 3 (e2 L)W — pi&om) (1.1.66)

A—00
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This convergence holds in the sense of weak convergence with respect to the topology of
uniform convergence on compacts in C([0, co[— R).

2) Formula (1.1.41) may be proven in a different manner than by the way we have indicated.
Indeed, from (1.1.57) (where, to simplify, we choose 1" = t)

W lgey) = 2WEI Dy 1pe e )
2W ) (T 1y e2 1)
(since Log = L; on the set (g < t))
(d0) L Liyi/(60)
2We (Lrez MW (Ly<i| 7)) (1.1.67)

But

W) (1yey|F) = W (T oy = oo|F)
= W (Ty = o) (1.1.68)

oo

with Tp = inf{¢t > 0; X; = 0}, by Markov property. But, from (1.1.14), the scale function of
the process (X¢, t > 0) under (WS&Z, x € R) equals :

X

750( ) 2(2_’_|x‘) ( )
We deduce from (1.1.69) :
(50) (Tpy = o0) = 2 1.1
WLOO( 0 OO) 2+‘$| ( . 70)
Plugging (1.1.70) and (1.1.68) in (1.1.67), we obtain :
Xil
Dolyer) = 2w (1yedte X
1 |Xe| 24X 1
= 2W (Dyezlh '
w < t €2 2+ ‘Xt‘ 5 2
(from (1.1.31), with A =1, and (1.1.71))

= W(TXy))

Formulae (1.1.51), (1.1.54), (1.1.55), (1.1.56) may be proven following the same arguments.

3) Let ¢ € 7 such that the convex hull of its support equals the interval [a,b] (a < b). From
(1.1.7) and (1.1.6) we have :

W0 1) = (O WO (re 34
WL, e d (AD-A))

() (q)
= W(Ft 1aa,b§t) + W(Fte_% (A =A:")

1aa’b>t) (1.1.71)

On the other hand, we have proven in [RY, IX] (see also [RY, M], Chap. 2) that there exists,

for every z € R, a positive and o-finite measure Vg(gq) such that :
o0
/ e % U9 (dy) = prg(z) (1.1.72)
0
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It remains to let A — oo in (1.1.72) to obtain, since AY — Ag‘n > 0 on the set (og4p > 1) :
W (T ({0}) = W(T 1o, ,<¢) (1.1.73)

Hence, e ({0}) depends only on supp(q) and (llggt) ({0}), t > 0) is a sub-martingale. Formula
(1.1.55) (with T' =) is a particular case of (1.1.73), since :

VP ([0}) = (2 = D)+ + (a — )4 (L1.74)

(see [RY, IX]).
1.1.6. Another approach to Theorem 1.1.6.

Let, for ¢ € Z, the probability Wég) be defined by (1.1.8). Then :

Pq

In Theorem 1.1.2, we have defined the measure W from the formula :

W = 0, (0) 3 4% W) (1.1.76)
then, we have shown that :
o dt (3, sym)
W = 0o P, 1.1.77
| A= ) (11.77)

(cf Theorem 1.1.6, relation (1.1.43)). We now "forget” our previous results and proceed in a
reverse way. For this purpose, we define, for the time being, the measure :

W dt (t) (3, sym)
W = 1I Py 1.1.78
/0 o t( 0,0 °40 ) ( )

We shall show that, for every ¢ € 7 :

1 _ 1 A(Q) -
e~ 1A% W = W@
©q(0) >

Theorem 1.1.10.
Let W be defined by (1.1.78) and VVO(o be defined by (1.1.75). Then, for every q € T :

3 AY W= (1.1.79)
‘Pq(o)
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Proof of Theorem 1.1.10.
We compute the value of Wo(g) when integrating the following general class of functionals
which are F;-measurable and positive :

F(Xu, u<g") G(X 0y, u<t—g") (1.1.80)

We have :

W(q) (F(Xua u < g(t)) G(X () 4qp 3 U <t _g(t)))

> g
: — 1

= P (O) w F(qu u < g(t)) G(Xg(t)Jrv v <t— g(t))exp (_5 qu)> SOq()(t):|
q L

(from(1.1.75))

1 | 1

= - (0) w F(Xu, u < g(t))exp <—§ A;%%) 'G(Xg(thrua u<t —g(t))
q

Pq(Xt) exp <—%(A§Q) A(%)ﬂ (1.1.81)

We now consider the probability W restricted to F;, denoted as W which we disintegrate
with respect to the law of g(t) :

wo = (IL) o Mt—usym)) (1.1.82)

/ 7r\/u t—u
with :

W(g" edu) = o dw u<t

T/ u(t —u)

and where H((fg denotes the law of the Brownian bridge with length u and M Y™ ig the law

of a symmetric Brownian meander of length ¢. Thus, (1.1.81) becomes :
Wo(g) [F(qu u < g(t)) G(Xg(t)-|—'u7 v<t— g(t))]

H(u ( X,, v < u))e—%ASﬂ))

<Pq / W\/ut—u

.M(t—u, sym) ( (Xt u) A(q)

v G(Xp, [<t—u))

Using now Imhof’s relation (see [RY, M|, Chap. 1, Item G) :

t 1
MEsym) — T8 2 p(3sym) 1.1.
9 ‘Xt‘ 0 |.7:t ( 83)
we obtain :
Wi [F(Xu, u < g“)) G(X 0y 0 < t—gD)]

(q)
(Xyv<u)e” A“q)

(u
11
SDq /o m/ u(t — u) 00(

. GX;, 1<t—u) [ _1 4@
.PO(?),SY ) (Soq(Xtu) ( l‘Xt_ ‘ ) E(t_u) e éAtqu> (1184)
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We observe that the factor v/t — u simplifies on the RHS of (1.1.84). We then let { — oo in
(1.1.84), by using the fact that ¢,(z) ~ |z|. We obtain, since g o9 as under W7
o — 00

|z|—
(cf Theorem 1.1.1) :
wia )(F( U< g G(XW, v >0))

) </ = g (F(X, v < “)6_%145})) PG, 12 0) e 2AY)

= ( _% Xua u < g) G(Xg+l7 [ > 0))

This is the statement of Theorem 1.1.10.
1.1.7 Relations between W and other penalisations (than the Feynman-Kac ones).

We have shown - this is Theorem 1.1.2 - that for every ¢ € Z :

W = g4(0)exp (% Aé‘?) WY

1 1
= W (exp <—§ AS;Q)) - exp <§ Agg)) W (1.1.85)

Of course, this formula is very much linked with the penalisation of the Wiener measure by the
1
multiplicative functional (Ft = exp (—5 qu)> , t> 0). Here, we shall prove that formulae

analogous to (1.1.85) are true for other penalisations than these Feynman-Kac ones.
We now fix some notations :

Sy :=supXs, I;:=inf X, (1.1.86)
s<t s<t
Iy ={weQ; tlim Xi(w) =40}, I'_:={w e Q,tlim Xi(w) = —o0} (1.1.87)
—0oQ —0Q
Whi=1p, W, W :=1p -W (1.1.88)
0y :=sup{t; S; < S}, O_ :=sup{t; I} > I} (1.1.89)

Let ¥4 (resp. 1_) a Borel and integrable function from R to Ry (resp. from R_ to Ry).
We denote by (M;”(S), s > 0) (resp. (My*(l), s > 0)) the Azéma-Yor martingale defined

by :
) M) = ( /oo;(y)dy) (wss) (Ss — Xs) + /S jozmy)dy) (1.1.90)
0
M- = ( /0 ! >(¢(IS><XSIS>+ ’ w_<y>dy) (1.1.91)
Y (y)dy -

Let Wier®) (resp W (I)) denote the probability on (€2, ) characterized by :
(I
I ¥ T A (N (1.1.92)

(see [RVY, I1] for more informations about these probabilities).
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The analogue of formulae (1.1.85) and (1.1.41) is here :
Theorem 1.1.11. Let ¢4,v_ as above, with 1, (c0) = 1)_(00) = 0.

¥4 () 1 _
1 W = —" Soc) - W 1.1.93
) e RS (1.1.93)
G = L (Se) W 1.1.94
2) For every t > 0 and I'y € by (Fy) -
W (Ly(S: — Xy)) = W (T 1g, <) (1.1.95)
W (X — L)) = WH(Ty 1g_ <) (1.1.96)

Proof of Theorem 1.1.11.
i) We have, from (1.1.85), for ¢ € Z, and I'; € by (F;) :

Wie 2% . TY)
= g(0) W)

= W (Tupg(Xi)e 2 A
(from (1.1.7) and (1.1.8))

0o _1 gq)
= </ w(y)dy) wEE | Ty palXe)e 2,400 (1.1.97)
0 BSOSt — X)) + /S (y)dy

from (1.1.92) and (1.1.90), and we write, to simplify, ¥ for ;. Formula (1.1.97) being true
for every I'y € bJr(ft), we may take I'y = T'y, ]‘1/1(St)>a'15t*Xt>b\Xt\ 1[5: W(y)dy>c with 0 < b < 1,
a,c > 0 for any I'y, € Fy,, u < t. We obtain thus :

—1 @
W[Fue 2 Ly(si)>als,—xi>b|x,| 1[;’: ¢(y)dy>c}

& pq(Xp)e 3 A"
_ Y gl Ae)e 277
(] ) -w [Fw(st)(st—xtwfgfwy)dy Lu(si>a

Ls,—x;>b/ x| 11'53 w(y)dy>c] (1.1.98)

We shall now let t — oo in (1.1.98) with u being fixed. On the LHS, we have :

W as. Ly(si)>a — 0 (since Sy — +oo and ¥(S}) b 0, since ¢(+00) = 0)
—0Q

t—o0

W as. Ly(si)>a P Ly(Sw)>a

oo

Lo xi>bix) 72 1 (1.1.99)
Lz yp@ay>e = 12 w)dy>e

Thus, from Lebesgue’s dominated convergence Theorem, the LHS of (1.1.98) converges, as
t — o0, towards L, with :

—1 44
L=W(Tulr_e 2% 1y(s )50 Lz pipayse ) (1.1.100)
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We now consider the RHS of (1.1.98). On the set :

((S) > a) 0 (S = X; > blXe]) (/:m)dy . c) |

we have :
Pq(X1) < d + | Xy
(S (St — Xi) + [g P(y)dy — ab| Xy +¢ ~
since |@q(z)| < d + |x| ; thus, we may apply the dominated convergence Theorem to obtain,
since under WO%(S) (see [RVY, II]) X e and S; 2 Sso a.8., the convergence of the
—00 —00

RHS of (1.1.98) to R, with :

= r 14
S U 14

(since qu(l‘)‘ ‘N |x\) Hence, letting a,¢ — 0 and applying the monotone class Theorem,
T|—00

the equality between (1.1.100) and (1.1.101) implies, for every I' € by (Fo) :

~re A _ ([T w<s>< r —%AE;Q>
W (et 4Y) </0 zp(y)dy)Woo Tk

(q)
then, replacing Te—2 A by I':

Wo(r) = </ow¢(y)dy>'w°ﬁ(5) <¢<£oo)>

= W (§(S)) WES) <¢(goo)>

— W ((Sw) W) <@>

since ¥(o0) = 0 and Soo = +00 WT as.

We note that there is no problem to divide by 1 (S«) since 9(Ss) > 0 WS as. (under
é@(s), Ss admits 1 as density (see [RVY, II])).

We have proven (1.1.93), and the proof of (1.1.94) is similar.

it) We now prove (1.1.95).

For this purpose, we use the penalisation by (e_%si, t > 0)ie (1.1.91) and (1.1.92), with
Y(z) = e, We obtain :

M) <1 +% (5, Xt)) 3 s (1.1.102)

Hence, for every ¢t > 0 and I'y € by (F) :

2 A St

2
wr(Fre-x)) = Jwortig
= W (e 2(5==51,)  (from (1.1.93))
= W (T lg, <)+ W (Tye 2 G501, ) (1.1.103)
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We then let A — +o0 in (1.1.103) by noting that Soo — S; > 0 on (04 > t). We obtain :
W (Te(Sy — Xi)) = W (Ty 1o, <¢)

This is (1.1.95). By symmetry, (1.1.96) now follows.
Remark 1.1.12 We deduce from(1.1.103) and (1.1.95) that :

[o¢]
W (L) < / e—%ydy) =W (I} e_%(Sm_St)19+>t)
0

and operating as in the proof of point 3), i) of Theorem 1.1.6, we obtain :

W (Soo = Sp€dl) = 1pgoof(Ddl + W(S; — X;) do(dl)

2t

and, conditionally on Soo — Sy =1, I > 0, (X,, u < t) is, under W™, a Brownian motion
indexed by [0,%]. Theorem 1.1.11 is the prototype of similar results which we may obtain for
other penalisations. Here are, without proof, some examples.

Theorem 1.1.11°. ~
1) Let h*,h~ : Ry — R, such that / (R + h7)(y)dy < oo. Let WP denote the
0

probability defined by (see [RVY, H/) :

WE o= M Wi, (1.1.105)
with
_ 1 o
M = = {(x @) + X7 0 (L)
5 [ 0wy
0
% ]
+/ 5(h++h‘)(y)dy>} (1.1.106)
Ly
Then :
W:{W+((h+(L )) + W (h™(L ))} b — b1 — 2 YW 1107)
> OO T bt (Loo) " h(Leo) >
In other words :
_ 1
1y, Whoh™ = W (Leo) W 1.1.108
Fertloo WH((ht(Loo)) + W (h™ (Loo)) (Loc) ( )
. 1
Ip_ Whhh™ = h (L) W™ 1.1.109
Fortheo W ((ht(Loo)) + W (h~ (Loo)) (Loo) ( )
2) Let ¢ : Ry — Ry be Borel and integrable, and let :
MO i (G S Xil + 080 = X + [0y ) e (L1110
2 St f(] ¢(y)dy
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with g = sup{s < t, X, =0} and let Wgé(Sg) defined by :
W) o — M5 (1.1.111)

(see [RY, VIII]). Then :

. P(Sq) 1

1 W, =— W 1.1.112
/ > W (v(S,)) ( )
ii) Let p := sup{u < g, Sy < Sg}. Then, for every t and every I'y € by (Fy) :

1
W 1,e) =W <rt (5 |1 X¢| + (S — Xj)1st5ét)>> (1.1.113)

We could also present analogous results for penalisations associated to the numbers of down-
crossings (see [RVY, II]) or the length of the longest excursion before g® (see [RVY, VII]),
etc...

We use, in Section 2, Theorem 1.1.11 and 1.1.11" to give explicit examples of martingales
(My(F), t > 0), F € L1 (W). These martingales are defined in Theorem 1.2.1

1.2 Brownian martingales associated to W.

The notation in this Section 1.2 is the same as in Section 1.1. Our aim here is to associate
to every r.v. in L} (2, Fs, W) a martingale and to study a few of its properties. Thus, W
appears as ”a machine to construct W-martingales”. We shall also prove (see Theorem 1.2.4)
a decomposition Theorem which is valid for every positive Brownian supermartingale.

1.2.1 Definition of the martingales (M;(F), t > 0).

Theorem 1.2.1. Let F' € L1 (Q,Fo, W). There exists a positive (necessarily continuous)
((F, t > 0), W) martingale (M(F), t > 0) such that :
) :

1) For everyt >0 and I'y € b(F;

W(F -Ty) =W (M(F)-T) (1.2.1)
In particular, for everyt >0 :
W(F) =W (M(F)) (1.2.2)
2)  M(F) = Wy, (F(w;,d")) (1.2.3)
(c¢f Point 1 of Remark 1.2.2 for this notation)
3) M (F) . 0 Was. (1.2.4)

In particular, the martingale (Mt(F), t> 0) s mot uniformly integrable.
4) For every q € T :
M,(F) = ,(0) M@ W@ (F e3 4% |7, 1.2.5
t(F) = ¢q(0) M WI(F ez~ |F) (1.2.5)

where Mt(Q)7 pq and Wi are defined in Theorem 1.1.1.

Remark 1.2.2.
1. We now give some explanation about the notation in (1.2.3). If w € C(Ry — R), then wy
(resp. w') denotes the part of w before ¢ (resp. after t) :

w = (wt,wt)
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that is, precisely :

 Xu(wr) if u<t
Xulw) = { Xye(wh) if u>t

and our notation \/R\fxt (F(wg,@")) stands for the expectation of F(wy, ) with respect to
W X(w)-

2. To every r.v. G in LL(Q,}'OO,W) we may of course associate the positive martingale
(]\Z(G) = W(G|F), t > 0). But, contrarily to the description for M;(F) given in Theorem
1.2.1, this is a uniformly integrable martingale.

3. Formula (1.2.5) may seem ambiguous, since the r.v. Wo(g) (F e Agg)|.7-}) is only defined

Wo(g) a.s. But since from (1.1.7), the probability Wo(g) is absolutely continuous on F; with
respect to W, there is in fact no ambiguity. On the other hand, from (1.1.16) :

W(F) = ¢,(0) W (F exp <% Ag‘g))) <00 (1.2.6)

as soon as F' € L'(W). Thus, the ((7, ¢ > 0), ég)) martingale ( i (Fexp(% Ag@) |~7'—t) ,

t>0is Wég) uniformly integrable.
4. Of course, (Mt(F), t> 0) is continuous, as it is a ((.7-}, t>0), W) martingale.

5. On the injectivity of F — (Mt(F), t > 0) : assume that, for F; and F5 belonging to
LY(Q, Foo, W) we have : M;(F)) = M;(F) as., for every t > 0. Then Fj = F, W as.
Indeed, from (1.2.1) :

W (Ty(My(Fy) — My(F2)) = 0 = W(T4(F) — F))

As this relation is true for every ¢ > 0 and I'; € b(F;), the monotone class Theorem implies
that, for every I' € b(Fw) :

W(D(F — F)) =0, ie. F =F, Wa.s.
Later in this Section (see Lemma 1.2.8), we shall obtain a more direct ”construction” of F
from (My(F), t > 0).
Proof of Theorem 1.2.1.

i) We show point 1.
We denote by W the finite positive measure on (£2, Fs,) defined by :

W (@G) = W(F-G) (1.2.7)
Let 'y € by(F;) such that W(I'y) = 0. From (1.1.7), for every ¢ € Z, Wég)(I’t) = 0 hence,
from (1.1.16) :
WE(L)) = W(EF - Ty) = 0, (0) WO(Fer49T,) = 0
from (1.2.6). Thus :
W/If;'t < Wiz

Consequently, from the Radon-Nikodym Theorem, there exists a W integrable, positive r.v.
M;(F), such that
Wiz, = My(F) - Wig, (1.2.8)
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This is a rewriting of formula (1.2.1). Formula (1.2.2) is obtained from (1.2.1) by taking
I'; = 1. The fact that (My(F), t >0) is a ((F;, t > 0), W) martingale follows from (1.2.8).
We also note that, as every Brownian martingale, the process (Mt(F ), t > 0) admits a
continuous version (which we shall always consider).

it) We show point 4.
From (1.2.1), (1.1.16) and (1.1.7), we have for every I'; € by (F;)

W(F) = W(D:M(F))

= L OWO [T, Fez Ay (fom (1.1.16))
= (WO (0, WO (F 3 A | 5y))
= o (O)W (T, MOWD (Fe2 4% | 7)) (from (1.1.7))

(1.2.5) follows.
i11) We show point 3.
e For every s > 0 and I'y € b(Fs), we have for s <t from (1.2.1) :

W(Ts - F) =W(Ts - My(F)) (1.2.9)

Since the ((.E, t>0), W) martingale (Mt(F), t> 0) is positive, it converges W a.s. towards
My (F). Letting t — oo in (1.2.9) and using Fatou’s Lemma, we have :

W (LMo (F)) < W(Ls - F)
Choosing I's = {155, }, With g®®) = sup{u < s, X,, = 0} we obtain :

W (154 - Moo(F)) < W (15, - F) (1.2.10)

g=)>

Letting s — oo in (1.2.10) and noting that :

1g(s)za — 1 W a.s.

19(5)2(1 e 192(1 W as..

we obtain :
W (Me(F)) < W(lys, - F)
Now, from Theorem 1.1.6 we know that g < co W a.s., hence we get : W(ly>, - F)) — 0.

Thus : o
W(Mx(F)) =0 and My (F)=0 W as.

e Another way to prove point 3) consists in writing, for s < ¢ :
W(DM(F)) = 0y(0) W(DMOWD (F 3 42| 7))  (from (1.2.5))
= o OWD WD (Fer Y| F))  (from (1.17))  (1.2.11)

)
But, since the Wo(g) martingale ( @ (F e2 ;AL |Fe), t > 0) is uniformly integrable it converges

AW
a.s. and in L( (Q)) towards F ez 4% as t — oo. Thus, letting ¢ — oo in (1.2.11) and using
again Fatou’s Lemma, we obtain :

W (Do Moo(F)) < 0q(0) WD F ex A% (1.2.12)
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We then choose I's = 1 and obtain

(A >a}

_ 1 4(@)
Moo(F)) < ¢4(0) ng>(1qu)>aFe 2 A (1.2.13)

W(1<A§q>za>

We then let s — oo and note that :

1 A @5y 1 W a.s. (since Brownian motion is recurrent)
1qu)2a — 1Ag‘é)2a Wo(g) a.s.
Hence : L@
—1 44
W (M (F)) < ¢4(0) W§g>(1qu>ZaFe 2 A=) (1.2.14)

(a)
It now suffices to let a — oo, using the fact that Ag%) < 00 Wo(g) a.s., and that Fe_%A"g S
LY( 9 (from (1.2.6)) to obtain :

W(Mx(F)) =0 and hence: My(F)=0 W as.

iv) We prove point 2.
We have, from (1.2.5) :

MUF) = g(0) M WO(Fe 34 |7)
= (X P AT WO (F e AL | )
(from the definition (1.1.8) of M%)
_ %(Xt)w)((gt)’oo(e%(Ago—AZ)F(%@t))
(from the Markov property)
= Wy, (F(w,@"),  from (1.1.16)

1.2.2 Examples of martingales (M;(F), t > 0).

Formula (1.2.3) which provides an ”explicit” expression for M;(F') is not always, practically,
easy to compute.

1.2.2.1 A first method to obtain examples of (M;(F), ¢ > 0).

To begin with, we present a ”computation principle” to obtain M;(F).

”Computation principle”

Let (N, t > 0) denote a ((.E, t> 0), W) positive martingale such that No = 1. Let W2
be the probability on (2, Fo) which is characterized by :

W25 =Ne- Wiz, (1.2.15)
Let us assume that there exists a r.v. F € L} (Q, Fs, W) such that :
F-W=W(F) w& (1.2.16)

Then
M(F)=W(F) N, (1.2.17)
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Proof of the ” Computation principle”.
We have, for every ¢ > 0 and I'; € b(F;), from (1.2.1) :

W(F -T;) = W(My(F)-T)
On the other hand, from the hypothesis (1.2.16) :
W(F-T;) = W(F) WX (T;)
Hence, this quantity also equals :
W(EF)W (T - Ny) (1.2.18)
from (1.2.15). Since I'; denotes any F; measurable set in (1.2.18), one obtains :

Mt(F) = W(F) . Nt W a.s.

X 1
Example 1. Let ¢ € Z and Ny := 2160 exp<—— qu)>-
©q(0) 2

From (1.1.16) and (1.1.7), the hypotheses of the ”Computation principle” are satisfied with
1
F =exp <—§ qu)>. Thus :

140

My(e"24%) = W(e—%Aé‘Z)) . M exp <_1A§q)>

SDq(O) 2
= pg(Xi) exp (—% AE‘”) (1.2.19)

since, from (1.1.17), W (exp (% A,@)) = q(0).
Example 2. Let h: Ry — R, Borel and integrable and :

1 o0
Ni = T hy)dy <h(Lt)‘Xt| + /Lt h(?/)dy> (1.2.:20)

From Theorem 1.1.11°; the hypotheses of the ”Computation principle” are satisfied with
[e.e]

F = h(Ls) (we note from point 3, i) of Theorem 1.1.6 : W (h(Lo)) = / h(l)dl < o).
0

Thus :

oo

Mi(H(Lae)) = LI + [ by (1.2.21)

(cf [RVY, II] for the use of this martingale).

Example 3. Let S; := sup X and ¢ : R, — R, Borel and integrable, such that ¢)(+00) = 0.
s<t
Due to Theorem 1.1.11, the ”Computation principle” applies with F' = 1)(S4) and

1
I~ w(y)dy

We note that, from (1.1.104) (taken with ¢ = 0)

N, = (wst)(st —x+ [ vy )

/ P()dl < . (1.2.22)
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Thus : ~
My (1(So0)) = »(Se) (St — Xi) + g U (y)dy (1.2.23)
Another manner to obtain (1.2.23) make be to invoke Lévy’s Theorem :

(S0, 80— X0), £ > 0) "2 (L, 1)), > 0)

then to use (1.2.21).
The reader may refer to [RVY, 1I] for links between the Azéma-Yor martingale (@b(St)(St—Xt)

(o)
+ Y(y)dy, t > O> and the penalisation problem with the process (¢(S;), ¢t > 0).
St

Example 4. Let ¢ : Ry — R4 Borel, integrable function with ¢ (oc0) = 0. The ”Computation
principle” thanks to Theorem 1.1.11°, yields to, with F' = (Sy) :
1 [ee]

My(¥(Sy)) = = 9(Sym)IXel +1(S)(Se — X;F) + )y (1.2.24)

2
£ U(S,0) - Ko+ My((50))

where M;(¢(S)) is defined by (1.2.23). We note that, from (1.1.104), since 9 (+00) =0 :

W (6(S,)) = W (1(Ss0)) = /0 W)l < o0 (1.2.25)

Example 5. Let a < b and :

T = inf{t >0; X; > b}, T =inf{t >TW ; X; <a}

TCHD = inf{t > T ; X; > b} TC2) = inf{t > TC) ; X, < a}
Define :

a,b
Dt[ } = Z ].(T(Qn)gt)
n>1

Dia’b] is the number of down-crossings on the interval [a,b] before time ¢. Let h : N — Ry

such that h is decreasing, h(0) = 1, h(4+00) = 0 and denote Ah(n) := h(n) — h(n +1). The
”Computation principle” and an extension to this situation of Theorem 1.1.11° lead to :

M, (AR(DEY) = {1[T<2n>,T<2n+1>[(t) [h(Qn) (1 + bb_—)cit> * h(”; : (it—_aaﬂ

n>0

h(n+1) b— X h(n) (Xi—a
+1[T(2n+1)’T(2n+2)[(t) |:T <1 + - at> + 9 bt— a (1.2.26)

The reader may refer to [RVY, II] for more information relative to this martingale.

Example 6. Let ¥ ) denote the length of the longest excursion of Brownian motion
(Xu, u > 0) before g := sup{s < t ; X, = 0}. Let h : R, — R, such that
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[e.9]
/ z|W (2)|dz < oo. Then, the ”Computation principle” and an extension of Theorem 1.1.11’,

0
lead to :

| X
(g — Ao)+

| X¢]
T A, X2 2
+/ T (At+ 5) <eXp <_v2 )) "
0 v

oo 2
A=t —g¥, &)= / exp <—U—> dv
" 2

oo

hi(x) = — /f 2h/(z)dz

My(Vh(2g)) = VR(S,0) - |Xe| + ha(Ay)®

with

(see [RY, VIII] or [RY, M], Chap. 3).

(1.2.27)

1.2.2.2 A second manner to compute explicitly martingales of the form (Mt(F), t> 0).

This method hinges upon the following Theorem 1.2.3. (F,, u > 0) denotes a positive

predictable process such that :
W(Fy) < o0

We note that from Theorem 1.1.6, this condition is equivalent to :

W(/ Fdes) < 0
0

or equivalently after the change of variable [ = Lg, to :

/ W (Fy,)dl = W </ F, dLS> < 00
0 0

=inf{t >0; L; >}

with :

Theorem 1.2.3. Let (Fy, u > 0) denote a positive predictable process such that :

W(F,) = / W(E,)dl <
0
Then, the martingale (]\4t(Fg)7 t> 0) may be expressed as :

M(F,) = Fyo-|X|+ / Pus(X0) TS (ol ) du
t

= Fyo - |Xa]+ g W (Fr|F) dl

= / g(® sgn dX + W </ FTl dl‘ft>
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In (1.2.33) H((fg denotes the law of Brownian bridge of length u and :

ps() = e % (1.2.36)

Proof of Theorem 1.2.3.
i) We first prove (1.2.33).
For every ¢t > 0 and I'; € b(F;) we have by (1.2.1) :
WL F,) = W(Iy My(F,))
= W Fylgay) + W(I Fylgsy)
= Wt Fyo lg<t) + Wt Fy 1g>t)

(since g = g™ on the set (g < t))

We study successively (1;) and (2;) :

(1) = W Fye lg<t)
= W(T: Fyu [ X)) (1.2.38)
( from point 2, i) of Theorem 1.1.6.)
(2t) = Wt Fylgsy)
> du
= W (T Fylg = u) (from (1.1.42))

T
u

™)
IS

o0

U

(I F,)  (from point 2)iii) of Theorem 1.1.6)

2mu
* du

2mu

11549 (T, 11 (B | 7))

)

S — 3

j

We now use the (partial) absolute continuity formula for the law of the Brownian bridge with
respect to that of Brownian motion :

(u puft(Xt)
I v . t 1.2.
0,0| 7, pu(o) VV\]‘} (’LL > ) ( 39)
to obtain :
< du Iy pu—t(Xt) (u) )
2,) = w 11y ¢ (Fu | F
( t) ] \/% ( pu(o) 0,0( ‘ t)
o0
- / du W (T pu—o(X0) TS (Ful 7)) (1.2.40)
t
1
since p,(0) = o Gathering (1.2.40), (1.2.37) and (1.2.38), we obtain (1.2.33).

i1) We now prove (1.2.34).
Of course, (1.2.34) is equivalent to :

/ pu_t(Xt)Hgf‘g(Fum)du:/L W (Fy,|F)dl (1.2.41)
t t
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or to :

(o) (e}
w (Ft / Pu—t(Xt) Hfffg (Fum)du) =W (Ft : / F, dl) (1.2.42)
t L

t

for any I'y € b(F:). But we have :

W(Ft-/ Fndl> - W(Ft/ F, dLu>
Ly t

(after the change of variable [ = L,,)
< du

* du u u
= ] \/ﬁ H((),g (Ft H((),g (Fu|}—t))
> du pu—t(Xt) (u)
= - Iy ———= 11 { ( F,
t V2mu W < K pu(()) 0’0( u|}—t)

(by the absolute continuity formula (1.2.39))
[e.e]
= ([T )
t

it’) We give now a direct proof - i.e. without use (1.2.33) - of (1.2.34). We have, for every
t>0Ty e b.|_(ft) :

W(FTy) = W(EFTilg<y) + W(EF; T 1g5y)
= W(Fon ilg<y) + W(ITy Fy)
since g = g) on the set (g < t) and using the notation :
(T, u>0):= (T 1 oo(u), u>0)
=W (T Fyoo| Xe| + W < / T, F, dl>
0
(from point 2 i) of Theorem 1.1.6 and from formula (1.1.44)).

Hence :

W(F,T,) = W(Fth(t)‘XtD-i-W(Ft / licn Fndl>
0

W (T4 F | Xol) + W (rt / F, dl)
Ly

e}
= W(Fth(t)‘XtD-i-W(Ft/L W(Fn|~7:t)dl>

which implies (1.2.34).

i11) We now prove (1.2.35).
To go from (1.2.34) to (1.2.35), we use the balayage formulae, which yields :

t t
Foo | Xe| = / F ) sgn(Xs) dXs +/ F,dL,
0 0
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[e.°]

and we add this expression to W Fn|.7'—t dl < / F, dLu\]:t) on the RHS. It is
L t
now clear that (1.2.34) implies (1.2.35).

Corollary 1.2.4.
1) Formula (1.2.34) expresses the martingale (My(Fy), t > 0) as the sum of a submartingale

o
(F FOR | X¢|, t > 0) and a supermartingale (W (/ Fr 15 dl\ft> Lt > 0) both of which
0

converge to 0 a.s., as t — o0.

(e}
2) The variable /0 F;(u)du s finite a.s. but it satisfies :

IV((AwﬁjmmO;>:+a> (1.2.43)

unless Fy =0, W a.s.

Proof of Corollary 1.2.4.

The first statement is obvious since F )| Xy is the absolute value of the martingale F ) - X;.

Moreover, |Fyu) - X¢| < Mi(Fy), hence since M;(Fy) b 0 a.s. (see Theorem 1.2.1) the same
—0oQ

is true for F o - X¢. To prove the second item, assume that :

00 3
0 g

t
Then, the martingale </ Fye) sgn(Xs) dXs, t > 0) would be in H' ; a fortiori it would be
0

[ee]
uniformly integrable. From (1.2.35), since W (/ F., dl> < 00, (Mi(Fy), t >0) would also
0

be uniformly integrable ; but this is only possible, since this martingale converges a.s. to 0
(see Theorem 1.2.1) if it is identically equal to 0, that is F; = 0 W a.s. (see point 3 of
Remark 1.2.2).

Of course, if we want to compute (Mt(F ), t > 0) in a completely explicit manner, we need

to compute H (F |~7'—t) fort <u <or w (/ F dl|.7-'t> > This is what has been done in

the Examples 4 and 6 above. Here is an example where this computation is immediate.
Example 7. Let ¥ : R, — R Borel such that :

Aw¢@) (1.2.44)
Then : o g p
M ((9)) = b(g™)|X:] + /0 () (1.2.45)

To obtain (1.2.45), we apply Theorem 1.2.3 with the (deterministic) process (F,, u > 0) :=
(¢(u), u>0) and we use :

1Y) (Fu|F) = T (v (w)|F) = v(u)

) )
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We then make, in (1.2.33) the change of variable u — t = v.
More generally (see Theorem 1.1.8), with g, := sup{t ; X; = a}, we have :

* du (X~ a>2
M [4(g2)] = ()X, — / t 1.2.46
t[¢(g )] ¢(ga )| t CL‘ + 0 \/ﬁ e 1/}( —|—’LL) ( )
with :
gW =sup{s <t; X, =a} (1.2.47)

Back to Example 2. Formula (1.2.21) is a particular case of (1.2.34). Indeed, if we apply
(1.2.34) with (F,, u>0) := (h(Ly), u > 0), we obtain :

My(h(Lso)) = M;(h(Ly))
= h(Lyw \Xt|+W</ h(L, dl|~7'—t)

Ly
= h(Lo)|X| + / W) di

since Lyw) = Ly and Ly, = 1.
In the same spirit, for A : Ry x Ry — R, Borel such that :

/ / h(l, u) = T dldu <o (1.2.48)
Vorud
then (see (1.1.47)) W (h(Lso,g)) < oo and

oo

M (h(Looag)) = h(Lg(t)7g(t)) ' |Xt‘ +W (/L h(LTnTl)d”ft)

t

— OO A~ —_~
= h(Ly, g - | Xy + Wk, </ h(Li + Ly, t + v)dLv> (1.2.49)
0

1.2.2.3 A third manner to obtain explicit examples of martingales (M;(F), t > 0).

e We begin with a definition. We shall say that a family of r.v.’s (F};, ¢ > 0) converges, as
t — o0, towards F' W a.s. if for some G > 0, G € Li_(}"oo,W) F; P F W% a.s. We recall :
— 00

WE () := W(GT), I € b(Fs). Clearly, this definition does not depend on the r.v. G chosen
1
in the above class. In particular, it may be convenient to take for G the r.v. exp (—5 Ag‘g))

for some q € 7 ; hence, the a.s. W-convergence is precisely the Wo(g) a.s. convergence.

This definition may seem complicated. However, its aim is to take care of the difficulty arising
from the fact that for every Ty € by (F;), W(I';) equals either 0 or +0o (see point v) of the
proof of Theorem 1.1.2).

Equivalently, F; . F W as. if and only if W(A) =0 with A = {w; Fy(w) #— F(w)}
— 00 t—o0

e In Section 1.2.3 below we shall obtain the following result : (it is a Corollary of Theorem
1.2.5, in the same Section 1.2.3)

Corollary 1.2.6. A positive ((.7-}, t>0), W) martingale My, t > 0 is of the form (Mt(F),
t> O) for some F € LY (Foo, W) if and only if :

M;
tli>oo T \Xt\ exists W-a.s.
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and

M
My =W (i
0 (ﬂ& 1+ \Xt\>

and, in this case :

. M,
F = tli)r& m W ass.

e We now illustrate with 3 examples how due to this Corollary, we may compute explicitly

(My(F), t >0) for some F € LY (Fs, W).

1
Back to Example 1. Let ¢ € 7 and M; := ¢4(X;) exp <_§AEQ)>' Since
pq(x) ~ |z| and |X¢] — 00 W as.
|z|—o0 t—o00
we have :

M, L @) .
m t—>—o>o exp <—§ AOO =F W a.s.

On the other hand,

My = ¢,(0) = W <exp (—% Ag@)) (from (1.1.17))

Thus, from Corollary 1.2.6. :

1 1
M, <exp (—5 Ag‘g)) = gpq(Xt) exp (—5 A,@)

Back to Example 2. Let h: R, — R, Borel and integrable and :

e}

M, = h(Le)| X + /L h(y)dy

It is clear that :

M,

m t—>—o>o h(Loo) W a.s.

and that from (1.2.21) :

My = /0 " h(y)dy = W(h(Lo))

Thus, from Corollary 1.2.6 :

o
Mi(b(L)) = WL + [ h(g)dy
Ly
Back to Example 3. Let ¢ : R, — R, Borel and integrable, with ¢(c0) = 0. Let

My = (S)(S) — X) + :O b(y)dy
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Then :

M;
m t?o)0¢(5w) W a.s. (see (1199))
From (1.2.22) :

W((sx)) = [ o=
Hence :

[e.e]
M (¢(Ss0)) = 1(Se)(Se — Xy) + ; Y(y)dy
t
1.2.3 A decomposition Theorem of positive Brownian supermartingales.
Here is the most inportant result of this Section 1.2.
Theorem 1.2.5. Let (Z;, t > 0) denote a positive ((F;, t > 0), W) supermartingale. We

denote Zo = 1tli]rn Zy (W a.s.). Then :
— 00

)
Z . l““ eXlS‘S »» a.sS. l.2.ti()

2) (Z¢, t > 0) decomposes in a unique manner in the form :
Zy = My(200) + W (Zoo| ) + &, t>0 (1.2.52)

where (My(zo0), t > 0) and (W (Zx|F:), t > 0) denote two ((F, t > 0), W) martingales
and :

(&, t>0) isa ((.7-}, t>0), W) positive supermartingale

such that :
i) Zoo € LL(Foo, W), hence W (Zuo|Ft) converges W a.s. and in L' (Foo, W) towards Zo.

w (Zoo ‘ft) +&t

—00
) Mi(z00) + & b~ 0 W a.s. (1.2.54)
—00

After proving Theorem 1.2.5, we shall give a number of examples of ((F, t > 0), W) super-
martingales for which we can compute explicitly the decomposition (1.2.52).
We refer the reader to subsection 1.2.2.3 for the definition of the a.s. W convergence.

Corollary 1.2.6. (Characterisation of martingales of the form (My(F), t > 0)).
A ((F, t > 0), W) positive martingale (Z;, t > 0) is equal to (My(F), t > 0) for an
F e LY (Fs, W) if and only if :

Zy

Zog=W [ li —_— 1.2.
’ (tﬂf& 1+\Xt\> (125
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Zy
Note that lim ————— exists W a.s. from (1.2.50).

Proof of Corollary 1.2.6.
We write, from (1.2.52) :

Zt = Mi(200) + W(Zoo| Ft) + &t
(Where, in this situation, (&, t > 0) is a positive martingale). Hence :
Zy = W(Mo(zoo)) + W(W(Zoo|f0)) + W(fO)
i.e., from (1.2.55) and (1.2.2) :
Zy =W (200) = W(2e0) + W(Zso) + W (&)
hence :
W(Zoo) = W(&O) =0 and W(Zoo|j:t) =6 =0, ie Z;= Mt(zoo)
Proof of Theorem 1.2.5.
This proof hinges on the three following Lemmas.
Lemma 1.2.7. Let F,G € L} (Foo, W) and G >0 W a.s. Then :

%ig — Wwe <g‘}}> W as. (1.2.56)

Consequently :
M (F F
MiEG; e W%as. (hence W as.) (1.2.57)
Lemma 1.2.8. Let F € L} (Foo, W). Then :
My (F)
—
1+ ‘Xt‘ t—o0

W as. (1.2.58)

Lemma 1.2.9. Let (Z;, t > 0) denote a positive ((.7-}, t>0), W) supermartingale. Then :

1) Zoo 1= lim,_, % exists W a.s. (1.2.59)
Furthermore :

W(zs) < 00 (1.2.60)
2) For everyt > 0: Mi(ze0) < Z4 W a.s. (1.2.61)

Proof of Lemma 1.2.7.
We have, for every t > 0 and 'y € b(F3) :

w¢ <rt %zgg;) = W (FtG %ﬁ%) (by definition of W)
_ M,(F) .
= W <Ft Mi(G) m) (by definition of My(G))
= W(Ty My(F))
= W{IF) (by definition of My (F))
= w¢ (rt g) (by definition of W)

v (21
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F
This is (1.2.56). Now (1.2.57) is an immediate consequence of (1.2.56) since G € LY (W),
F F
Indeed : WE (= | =W (G =) =W(F .
ndee <G> ( G> (F7) < o0
Proof of Lemma 1.2.8.

1
i) We first apply Lemma 1.2.7 with G := exp <—§ Ag‘g)), for any ¢ € Z. Then, recall that

1
(Example 1) M(G) = pq(X¢) exp <—§ qu)> and, since @4(z) ~ |z| as x| — oo, we get :

M(G) e exp <_1 A(q)> -G W a.s.

1
which is the statement of Lemma 1.2.8 with ' = exp (—5 Ag‘g)).
ii) For a general F € LY (Fs, W), we write :

My(F)  M(F) My(G) F

_ . .G Was
11 |X|  M(G) 1+ |Xe -G o

by applying Lemma 1.2.7, and the result of point i) above.

Proof of Lemma 1.2.9.
i) We begin with an argument similar to the one we used to prove Lemma 1.2.8, that is :
we write :

Zy 4 M(G)
1+ [Xy|  Mi(G) 1+ [Xy

Zy
M(G)
hence it converges W& a.s. to a r.v. ¢ ; consequently :

We now use the fact that < , > 0) isa ((.7-}, t>0), WG) supermartingale (positive) ;

Zy

Zoo ‘= tliglo T X X, exists W™ a.s.
and we have :
Zoo =C -G
VA
i1) since ¢ = tlirn WtG)’ WY as., is the limit as t — co of a WE supermartingale, we have :
— 00 t
Zo
w¢ hence
Q)= My(G)
Zy
Wi(zeo) = WOQ) < gy < o0
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i11) For any t > 0 and I'y € by (F;), we have :

. Z
u
. Zy
= W <rt Jim A 1g§u>
<1'W<FZ“1>(f Fatou’s L )
11m PErm— rom ratou's Lemma
= TX]
Z
= lim W(Pt7“|Xu|> (from point 2 i) of Theorem 1.1.6)
< lim W({IyZ,) (since@<1>
T usoo 1+|Xu| -
< W(:Z)

since (Z;, t > 0) is a supermartingale. Finally :
W 20) = W (D Mi(200)) < W(Ty - Zy)

which is equivalent to point 2 of Lemma 1.2.9.

We may now end the proof of Theorem 1.2.5.

Let Z;:=Zy — My(200) (£ >0)

Since (M(z), t > 0) is a ((F;, t > 0), W) martingale, the process (Zy, t > 0) is still a
((F, t > 0), W) positive (from (1.2.61)) supermartingale, and since M;(zo) b 0 W as.
—0oQ

from Theorem 1.2.1, we obtain :

Zt — Zo W a.s.

t—00
Since (Z, t > 0) is a positive supermartingale, we obtain :
W(Zool F) < Z
We now write :
& =2 —-W(Zeo|F) >0

This is a positive supermartingale such that tlim & =0 W a.s. On the other hand, W a.s. :
—00

m — S i Z = 2o — 200 =0
t—oo 1 -+ ‘Xt‘ t—oo 1+ ‘Xt‘

The uniqueness of decomposition (1.2.52) being immediate, Theorem 1.2.5 is proven.

1.2.4 A decomposition result of the martingale (M;(F), t > 0).
A difference with the preceding subsection is that the r.v.’s F' which we now consider belong
to L'(Fs, W), but are not necessarily positive.
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We shall now prove a decomposition result of the ((.E, t >0), W) martingale (Mt(F ), t >
0). For this purpose, we shall use the following lemma.

Lemma 1.2.10. Let F € L'(F,, W)
1) There exists a predictable process (ks(F), s > 0) which is defined dLs(w)W (dw) a.s., and
is positive if F' is positive, such that :

w (/0 \k:S(F)\dLS> =W (|ky(F)|) < W(|F]) < o0 (1.2.62)

and such that for every bounded predictable process (P, s > 0)

W(o,F) = W</OO<I>sks(F)dLS> (1.2.63)
0
W (@, ky(F)) (1.2.64)
Thus : W(F|F,) = ky(F) (1.2.65)

2) We have W (|ky(F)|) < oo (from (1.2.62))
W (|kg(F)]) < W(|F|) < (1.2.66)

and

(ks(kg(F), s >0)) = (ks(F), s >0) dLs(w) W (dw) a.s. (1.2.67)
3) If (hs, s >0) is a predictable process such that W (|hg|) < oo, then :

(ks(hg), s >0) = (hs, s >0) dLs(w)W (dw) a.s. (1.2.68)

Proof of Lemma 1.2.10.
It suffices, by linearity, to prove this Lemma when F' > 0.

i) Formula (1.2.64), written for F =1 and ks(F) =1 :

W(®,) = W (/Ooo q»des> (1.2.69)

is formula (1.1.44). Let us define the measure pp, on the predictable o-field, and more
generally on the set of positive predictable processes by :

1p(®) = W(D, - F) (1.2.70)

Clearly, pp is absolutely continuous, on the predictable o-field, with respect to pi, which
is the measure pp for F = 1. Thus, from (1.2.69), pp is absolutely continuous on the
predictable o-field with respect to the measure dLs(w)W (dw). Thus, there exists, from the
Radon-Nikodym Theorem, a process (k:s (F), s > 0) which is predictable such that, for every
® > 0 predictable :

ur(®) =Wy ) =w ([T o)
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This is relation (1.2.64). The further relations (1.2.65) and (1.2.66) follow immediately.

it) The other points of Lemma 1.2.10 are elementary. We show, for example, (1.2.68). We
have, from (1.2.63) and (1.2.69), for every predictable and bounded process ® :

W(®, hy) — W( /O ” @Sks(hg)dLs>

o0
= W(/ @Shdes>
0

Hence, ® being arbitrary, (1.2.68). Relation (1.2.67) is obtained by application of (1.2.68)
with (hs, s > 0) = (ks(F), s >0).

Here is now the announced decomposition Theorem.

Theorem 1.2.11. Let F € LY(F.,W). There exist two continuous positive processes
(Zt(F), t> 0) and (At(F), t> 0) such that, for every t >0 :

My(F) = Sy(F) + Ay(F) (¢ >0) (1.2.71)

with :
1)i) For everyt >0 and I'y € b(F) :

W (L 1g<t F) = W (L24(F)) (1.2.72)

it) (Z¢(F), t > 0) is a quasimartingale (a positive submartingale if F > 0) which vanishes
on the zero set of (X, u > 0). Its Doob-Meyer decomposition writes :

t
Sy(F) = — M= +/0 ko (F) dL, (1.2.73)

In particular, the bounded variation part of this decomposition is absolutely continuous with
respect to dLg. In (1.2.73), (ME(F), t> O) s a ((]—}, t >0), W) martingale satisfying, if
F>0:

¢
sup MZF) = / ks(F)dL, (1.2.74)
s<t 0
S(F > S(F
lim M) = =) :/ kis(F)dLy = sup M, ) (1.2.75)
t—oo O tzo
In particular, this martingale is not uniformly integrable.
i11) We have the ”explicit formula” :
Su(F) = [Xi| - B (F(wy, &) (1.2.76)

(see point 1 of Remark 1.2.2 for such a notation).
In (1.2.76), the expectation is taken with respect to g, the letter wy, and Xy, being frozen ;
Eg?t) denotes the expectation relatively to a 3-dimensional Bessel process starting from X, if

X: > 0, and the expectation with respect to the opposite of a 3-dimensional Bessel process, if
X; <0.
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w) The application F — (54(F), t > 0) is injective since :

%&1‘ tjo)oF W a.s. (1.2.77)
v) We have, for everyt >0 :
W{(Si(F) = S (ky(F) | Fy0) = 0 (1.2.78)
2)i) For everyt > 0 and I'y € b(F;) -
W (T 1g5¢ F) = W (T Ay(F)) (1.2.79)

it) (Ay(F), t > 0) is a quasimartingale (a positive supermartingale if F > 0). Its Doob-
Meyer decomposition writes :

t
At(F):MtA(F)—/ ks (F) dL, (1.2.80)
0

where (MtA(F), t >0) is the ((F¢, t >0), W) martingale given by :
A(F >
MAT) —w (/ ks (F) dLsm) (1.2.81)
0

e}

In particular, since from (1.2.62), / ko(F)dLs € LY Foo, W), this martingale is uniformly
0

integrable.

iii) The application F — (Ay(F), t > 0) is not injective since :
(A(F), t > 0) = (Ay(ky(F)), t >0) (1.2.82)
(and ky(F) # F when F is not F, measurable).
3)i) The martingale (My(F), t > 0) satisfies to :

(W (My(F)|Fy0), t > 0) = (W (My(ko(F))|Fywr), t >0) (1.2.83)

The following Theorem is an important consequence of Theorem 1.2.11.
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Theorem 1.2.12. Let F € LY(F, W).

Then, the ((F¢, t > 0), W) martingale (My(F), t > 0) vanishes on the zeros of (Xu, u > 0)
if and only if ky(F) = 0.

Remark 1.2.13

1) If F = F,, with (F,, v > 0) a positive previsible process Theorem 1.2.3 implies, in this
particular case :

Zt(Fg) - Fg(t) . ‘Xt‘, At(Fg) - W(Fn‘ft) dl
Ly

2) If F > 0, the supermartingale (Ay(F), ¢ > 0) satisfies :

A(F) —0 W as., since 0 < A(F) < My(F)

t—o0

and

A(F) M (F') 3i(F)
= - — F—-F=0 W a.s.
1+ |X:| 14Xy 14Xy t—o0

from Lemma 1.2.8 and (1.2.77). Hence, in the decomposition (1.2.52) of the supermartingale
Ay(F), there remains uniquely the term (&, t > 0).

3) When F' > 0, gathering the terms (1.2.71), (1.2.73), (1.2.80) and (1.2.81), we have :

My(F) = =M 4w < /0 k:s(F)dleﬂ>

This formula implies (from (1.2.75)) that (3,

were, then (M;(F), t > 0) would be null.

4) From relation (1.2.83) there exists an application

, t > 0) is not uniformly integrable since if

m: LNF,W) — M((Fym, t>0), W)

F — (mu(F), t>0)

where M((./Tg(t), t > 0), W) denotes the set of ((.7-'9@), t > 0), W) martingales ; this

application m is such that :
my(F) = W (My(kg(F))|Fy)) (1.2.84)
with
my(F) := oy(F) + 0,(F)

and

o(F) = \/g kyw (F) m
o(F) = W(/OOO F)dLy|F )
>

If F >0, (04(F), t > 0) resp. (6:(F),

t O) is a ((7: ), 1 >0), W) submartingale (resp.
((7: ®, t>0), W) supermartmgale)
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5) We recall that by definition, a process (Z;, t > 0) is a quasimartingale if, for every ¢ > 0 :

n—1
sup W <Z ‘I/V(Zti+1 — Zti) |’Fti> < 00

=1

the sup being taken over the set of subdivisions 0 <¢; < --- < t, < t. In fact, such a process
is the difference of two supermartingales (see [R]) On the other hand, the Follmer measure
(see [F]) pz - with finite mass - of a supermartingale (Z;, ¢ > 0) (or of a quasimartingale) is
the measure defined on the predictable o-field and characterised by :

pz(Celyoe) = W(Te-Z)  (Tr € b(F))

Hence formulae (1.2.65) and (1.2.79) imply that the measure pup defined by (1.2.70) is the
Follmer measure of the quasimartingale (A4(F), ¢t > 0).

Proof of Theorem 1.2.11.

i) We define ¥(F) via :

Si(F) = My(F 1g§a)‘ (1.2.85)

a=t

Hence, for every I'y € b(F;) :
W (T 1g<y - F) = W (T S4(F)) (1.2.86)

It is easy to deduce from (1.2.86) that (X;(F) = $4(F)—X(F~), t > 0) is a semimartingale,
as the difference of two submartingales and we shall show below (see point vi) of this proof)
that it is in fact a quasimartingale which admits a continuous version.

i1) We show (1.2.73).
By linearity, it suffices to prove (1.2.73) for F' > 0. From (1.2.86), we have for s < ¢t and
s € b(Fs) :

W(FslségétF) = W(F( (F

F)))
= W<FS-/tku ) (1.2.87)

by using Lemma 1.2.10 with (®, := s 1,4 (u), u > 0) (1.2.73) follows immediately from
(1.2.87).

iii) We show (1.2.74) and (1.2.75).

Since, if F' > 0, then X4(F) > 0, we have :

t
sup MZF) < / ky(F)dL,, and
s<t 0

g®

sup MSE(F) > sup MSE(F) :/
s<t s<g(®) 0

ku(F)dL, = / t ku(F)dLy
0

since ¥ (F) = 0 from (1.2.76) (which is proven below).
On the other hand, since 0 < X4(F') < M(F') and since M;(F') . 0 W as. from Theorem
—00

1.2.1, we have X(F) h~ 0 W as., and thus, from (1.2.73) :
— 00

[o¢]
lim M) = A2 = / ko (F)dLy = sup M)
0

t>0
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which, in particular, proves, that (MtZ (F)

iv) We show (1.2.76).
For this purpose, we shall use the notation and results of subsection 1.1.4. We have, for every
t>0and I'y € b(F) :

W (T S4(F))
= W 1ly<t F) (from (1.2.86))
= 2WON(T, 1,y Fezle)
= 2W(5O)(Ft e3Ltq g<t F) (since Loo = Ly on the set (g < t))
= 2w (T e W) (1<, - FIF))
= 2w/%) (FteQ LtW“O 1T009t —oo - FIF))  (since (g <t) = (Tp 0 b = o))
= 2 W(‘SO (I‘t e Lt W (1T0 ooF(wt,wt))
(by the Markov property)

, t > 0) is not uniformly integrable.

1y -~ R
= 2W) (Tyez i W) (F(wr, YTy = o0) - W (T = o)) (1.2.88)
But, from (1.1.70) :
(%0) |Xt|
Th = =
Wxiso0(To = 20) 2 4 | Xy

and, from Theorem 1.1.5, conditionally on (Ty = c0), Wéﬁoﬁ is the law of a Bessel (3) process
(resp. of the opposite of a Bessel (3) process) started at x if x > 0 (resp. if x < 0). Then :

X, -
W(Ees(E) = 2w (tiett U B (o) )
2+ | Xy

1 X =~ ~ _1
=W <rte5Lt % EQ) (F(wn @) e 2™ (2+ IXt|)>

(from (1.1.31) and (1.1.7)).
Finally W (T, Sy(F)) = W(Ft|Xt| EY (F(wt,at)))

It is relation (1.2.76). Observe that this relation implies (Zt(F ), t> 0) vanishes on the zeros
of (X¢, ¢ > 0). On the other hand, (1.2.76) implies (1.2.77), since, under W, \Xt\ o 00 as.

v) We show (1.2.83) and (1.2.78).
For every positive, bounded and predictable process (®,, u > 0), we have :

W (@, My(F)) = W(® ) - F) (1.2.89)

by definition of M;(F). But, the o-algebra F  is contained in F,. Hence the RHS of (1.2.89)
equals from (1.2.64) :

W (@) kg (F)) = W (@y00 Ms (g (F))
Finally :

W(<I> 0 ky(F)) = W(@gm M, (kg(F)))

Thus W (My(F) )| F, (t)) = 0i.e. (1.2.83) is satisfied. (1.2.78) is proven by using
the same arguments
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vi) We show (1.2.79).
We define Ay(F) by :

At(F) = Mt(F 1g>a)‘a=t
It is clear that :

My(F) = Su(F) + Ay(F)
and that, for every ¢t > 0 and I'; € b(F) :
W (T 1gst F) = W (T Ay(F))

Then writing Ay(F) = Ay(F*) — Ay(F~) we deduce easily from this formula that (A, (F%),
t > 0) are two positive supermartingales and then (At( ), t > 0) is a quasimartingale.
Since X4(F) = My(F) — Ay(F) = My(FT) — My(F~) — Ay(FT) + A(F7), it is clear that
(S¢(F), t > 0) is still a quasimartingale. Formula (1.2.80) then results from (1.2.73) and
(1.2.71). Finally, thanks to (1.2.80) and (1.2.73), (A(F), ¢t > 0) and (X:(F), ¢t > 0) admit

continuous versions.

vii) We show (1.2.81).
We have, from (1.2.79), for every 'y € b(F)

W 1gs F) = W(T Au(F))
= W(,-F)
(With (fu, u>0) = (Ft Jtoof (1), u > O))

1
= W</Oof ku(F )dLu> (from Lemma 1.2.10)
_ ( dL>

o < )

<

F)dL, |ft>

]—"t> - /Ot ke (F)dL,,

This equality implies (1.2.80) and (1.2.81).

viii) We show (1.2.82).
It suffices, to prove (1.2.82), to show that for every ¢ > 0 and I'; € b(F;), we have :

W (L Ay(F — kg(F))) =0
But :
W (L Ay(F — kg(F))) = W (T4 1gsi(F — ko(F))
= W (Ty(F — ky(F))
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(With (fu =Dy g oo (1), u > 0))

=W (rt /OO (ku(F) — ky(ky(F))) dLu> (from (1.2.63))
=0 t
since  ky(F') = ky(kq(F)), from (1.2.67).
iz) Observe that, by using (1.2.82), (1.2.83) is a consequence of (1.2.78). Indeed :
My(F = ky(F)) = 3(F —kg(F)) + A¢(F — ky(F))
= X (F —ky(F))  from (1.2.82)
Thus :
W (M;(F = kg(F))|Fyr) = W(E:(F = kg(F))|Fyr) =0 from (1.2.78)
This ends the proof of Theorem 1.2.11.

Proof of Theorem 1.2.12.
For this purpose, we need the following result, due to Azéma and Yor (see [AY]) Doa
((F, t > 0), W) martingale (M, ¢t > 0) vanishes on the zeros of (X,, u > 0) if and
only if for every ¢t > 0 :

W(Mt|fg(t)) =0. (1.2.90)
Suppose kq(F) =0
From (1.2.83), we have : W (M(F)|Fy ) = W (M (ky(F))|F ) = 0. Thus, from (1.2.90),
(My(F), t > 0) vanishes on the zeros of (X, u > 0).

Conversely, suppose that (Mt(F ), t> 0) vanishes on the zeros of (X, > 0). Then we have
from (1.2.90) and (1.2.83), for every s and ¢, s < ¢ and I's € b(F;), since I's 1, ) is a F
measurable r.v. :

0 = W(Ds1, g0 Mi(kg(F)))
= W(FS Licg kg(F)) P W(FS Ls<g kg(F))

— 00
since g(t) 29 W as.
—00

Thus :
W(FS Ls<g kg(F)) =0

We deduce from the monotone class Theorem that, for every bounded F, measurable r.v. & :
W (@ ky(F)) = 0. (1.2.91)
ie. kg(F)=0 since ky(F)is Fy-measurable. [

We end this subsection with some examples of decomposition (1.2.71).

A
Example 8. Let F :=exp <—§ Loo>. We have shown (Example 2) that :
2 A L
M(F) = (5 +1Xi| ) 27 (1.2.92)
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We then have :
M(F) = Xi(F) + A¢(F) with
Si(F) = [ Xy e 2 L) Ay(F) = = e 2 (1.2.93)
Indeed, from (1.2.72) :
W lycre 2 5) = W(T S (3 >))
(

= W({Iilg<e éLt) (since Lo, = L; on the set (ggt))
= W( \Xt\e 2 t)

from point 2 i) of Theorem 1.1.6.

Thus : R R
Seemzhw) =X eTE M
1
Example 9. This example generalises Example 8. Let ¢ € 7 and F := exp (—5 Ag@). We
know (see Example 1) that :
1 4@ 1
My(e 2 4%y = g (X;) exp <—§A§q)> (1.2.94)
Then :
_1 4(9) _1 4(9) _1 () _1 4(q)
(€2 4%) = gy(X) e 2 AT A(eT M) = (g — ) (X2 A (1.2.95)
with ), solution of :
" =q¢ onR
b@) ~ el $(0) =0 (1.2.96)
|z|—o00
Proof of (1.2.95). We have :
(q)
W(T g e 29%) = 0 (0) WO(T, 1<) (from (1.1.16)),
(with the notation of Theorems 1.1.1 and 1.1.2)
= ¢q(O) WD (T W (Ly<i| 72))
= pg(0) WO (T, W (Ty = ) (1.2.97)

But, by using the scale function v, of the Markov process (X¢, t > 0) under Wég), we have,
with v, given by (1.1.14) :

W (T = o) = —%qg(j)‘_ T;;(OO)) if 2> 0
_ Y4(0) — 74() £
= 20 (o0 fz<0 (1.2.98)
= Ag(2)
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(9)
Hence, by definition of Et(tf% A% ) :
(@)

W(T: S (e724%)) = g(0) WD (T Ag(Xe))
()

= W (Trpg(Xe)Ag(Xp)e 2 47)) (1.2.99)
Thus :
Zo(e 3 A = () 3 A7
with
bg() = Aq (@) pg () (1.2.100)
It is clear, from (1.2.100), (1.2.98) and since @4(x) ~ |z| that :

|z|—o0

Pe(x) ~ x| and 1)4(0) =
|z|—o0
On the other hand, the relation w;/ = g4 on R is the consequence of direct calculation by
using the explicit form of ~, given by (1.1.14) (see Lemma 1.3.3 below for such a computation).
We deduce from (1.2.95) and from It6-Tanaka :

1 q 1 t .
Zt( / Q/)q —§A§)dXS+§ A (¢;(0+)_w;(0_)) __A()dL
i.e. / wq _l Agfﬂ X,
ks<e—% M) = 2 (0(0) — g0 )) e A

Example 10. Let ¢ : R — Ry Borel and integrable with ¢(c0) = 0 and F := ¢(S). We
know (see Example 3) that :

[e.o]

Mi(¢(Soc)) = ¥(Se) (St — X¢) + g U(y)dy (1.2.101)

We have :

Se(¥(Sa0)) = V(S Xy s Ae(¥(Seo)) = ¥(Se)(Se — X;7) + Oo1/1(y)dy (1.2.102)

St

Indeed :
W(Ft o<t 1/’(500)) =W~ (Ft o<t 1/’(59))
(since P(00) = 0,84 = 00 on I'y, Suo =5, on F_).
= W (I} Lo<t (S ) (since gP =gon(g< t))
= W(T9(S,m)X;) (from Theorem 1.1.5)

= (Ft ¢(St) ‘ ) (SiIlCe Sg(t) =5 if Xy< 0)
Thus St (¥(Ses)) = ¥(Sp) Xi
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Example 11. In some sense, the present example stands midway between Examples 9 and
10. Let ¢ : R — Ry such that ¢(x) =0if x <0, ¢(x) > 0if x > 0, lim g¢(z) > 0. We have

Tr—0o0
shown, in [RY, IX] (see also [RY, M]) the existence for every = € R of a o-finite measure Z/g(f),
on R, such that :

M;(h(A9)) = /]R WA 4 y) D (dy) (1.2.103)

for h : Ry — R, sub exponential at infinity.
We then have :

S (h(AD)) = hA?)- X7 (1.2.104)

A(h(AD)) = /R WA + ) (0 (dy) — X7 0(dy))

_ /Rh(Aﬁq)er)uﬁgf’“(dy) (1.2.105)
+

where Vggt)’a denotes the absolute continuous part of uggt). Relation (1.2.104) is obtained from

the same arguments as those used for relation (1.2.102) by noting that 1x,<o dqu) =0 and
(1.2.105) results from :

if 2 <0, v\(dy) = vPdy)+ 2 do(dy)
if >0, vV\9(dy) = v\9%dy) (see [RY, IX])

Example 12. Let ¢ : R — R such that :

0
/ (14 |z|)g(x)dz < oo ; lim 2°¥g(x) >0 for some o < 1

—00 Tr—00

t
and Ag‘n = / q(Xs)ds. Let ¢4 the solution of ¢ = qp, ¢'(—00) = —1, @(+00) = 0.
0

Then, we have :

1 1
M, <exp -3 Ag@) = 0g(X,) exp (—5 A@) (1.2.106)
and e AY W = W(e YY) @ (1.2.107)

where the probability Wéff) is characterised by

@, _ ©q(Xt) _lA(Q) . 1.2.1
Woo |]:t SOq(O) exp 9 it W|]:t ( L 08)

(see [RVY, 1], the one-sided case, p. 209). We then have :
Si(em 2 A% = g (X )e 3 A (1.2.100)
with
Pe(x) =0 if >0

Yg(z) ~ |z| and 4y =qip, onR_

T——00
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Hence

A (ef%Agé)) Mt(e_%AE’g)) if X; >0
¢ - (@)
(0g — g)(X) e 24" if X, <0

(1.2.109) is obtained by following the same arguments as those in Example 9. What changes
is that, under the probability Wx(?go, we have X; — —oo a.s., for every x (see Theorem 5.1 in

[RVY, 1]).

Example 13. Let ¢ : R, — Ry Borel and integrable, such that / Y(y)dy = 1. Then we
0

have, from (1.2.24)

o0

% (S, )| Xe| + (S (S — X)) + i U(y)dy (1.2.110)

My (¥(Sy))

(see Example 4, (1.2.24) and (1.2.25)) ;

W (1(Sy)) = W(1(Sx0)) = /0 Byl
On the other hand, we have :

WLy Lg<e v (Sg)) = W(TeZe((S))))
W (T 1g<i (S,0))  (since g =g on (g9 <1))
= W(Ty Q/)(Sg(t))‘XtD (from point 2 i) of Theorem 1.1.6.)

Hence :
Si((Sg)) = 1 (Sy)| X¢] (1.2.111)
and, from (1.2.110) :

oo

At(¥(Sg)) = (St (S — X;7) + vy (1.2.112)

1.2.5 A penalisation Theorem, for functionals in class C

In Section 1 of this Chapter, we constructed the measure W from the penalisation results,
and more particularly from Feynman-Kac type penalisations. We shall now operate in a
reverse order : starting from the existence and the properties of the measure W which we
just established, we shall obtain a penalisation result.

Here is the class of functionals (F;, ¢ > 0) for which we shall obtain this penalisation result.
Definition 1.2.13. Let (F}, t > 0) denote an adapted, positive process. We shall say that
this process belongs to the class C if

i) (F¢, t > 0) is a decreasing process, i.e. if s <t :

0<E<F, Was. (1.2.113)

In particular, since 0 < F; < Fy and since Fp is a.s. constant, this process is bounded by a
constant C' = Fy,

or if :

i’) (Fy, t > 0) is a bounded increasing process, i.e. :
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e there exists a constant C such that, for all ¢ :

0<F<C

e for s <t,
0< F; < F; (1.2.113)

and if :
i1) There exists a > 0 such that for every ¢ > o,, with :

0q :=sup{t >0; X; € [—a,a]}

we have :
F,=F, =Fyx (1.2.114)

iii)
W(Fy) = W(F,,) < 0 (1.2.115)

One of the advantages of this class C is that it contains a large number of processes (Fy, t > 0)
for which we have already obtained a penalisation result. More precisely, let ¢ : R” — R,
Borel. Then :

Fy = @(Lglv e L?Ta Az(fql)a e quS)a ngalﬁl]v e Dt[au”@u}a Sg(i)a _Ig(t))
(see Examples 1 to 9 for these notations) belongs to the class C (if (1.2.115) is satisfied) as
soon as qi, - - ,qs are elements of Z with compact support (if we choose a large enough) and
p is a function which is decreasing with respect to each of its arguments. We may add S; and
(—1;) to the list of the arguments of ¢, if ¢ has compact support in these arguments.
One can give some examples of functionals (F, ¢t > 0) which are not in the class C and for
which the Theorem 1.2.14 below is not true. One of these examples is the functional :

(ron - [zra). 20

(see [N] for a study of this functional).
Here is the first step towards a penalisation result.

Theorem 1.2.14. Let (F;, t > 0) be a process which belongs to C. Then :
1)
mt
\| = W(F) — W(Fyx) (1.2.116)
2 t—o00
2)
W (F.|X:|) — W(Fx) (1.2.117)

t—o0

Proof of Theorem 1.2.14.
1) We start with the proof of point 1)
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We write F; in the form :
(Xl —a)y | p LH[X] = (X —a)y

F = F X;| —
L P t 1+ | X))2 (el =)
[(A+1X0) - (X —a)+]® ) o) o)
+F =F" 4+ F 4+ F 1.2.118
t (1+‘Xt‘)2 t t t ( )

and we study each term of this decomposition of Fj.
i) Study of W(FY).
For A > 0, we have :

Y (1) _/OO —\t < (|Xt|—a)+)>
e "WI(EF)\)dt = e "W F,————= | dt
| (Fde= | A Ea

/ MW( fr )dt
= e
0 1+ |X,| 7=t

(by Theorem 1.1.8, relation (1.1.49) )

o 1
At 0a<t
= W | F £ 1.2.114
/0 e ( oa 7 |Xt|>dt (rom( ))

=W <Fo' e~ /oo e_)‘“idu >
¢ 0 1+ ‘X0a+u|

(after the change of variable t = o, + u)

* d
= W(Fooei)\aa) E((]3) <A eAuﬁ> (12119)

from point 2 of Theorem 1.1.8, where in (1.2.119) (R,, u > 0) denotes a Bessel process of
dimension 3 started at 0. But
1 2
EJ [7} ~ 4] =

1+a+ Ry | u—co V 7y

and is a decreasing function of u. By the (easy part of the) Tauberian Theorem (see [Fe]) :

o0

2

/ e MW(ED)dt ~ W(Fx)y/= (1.2.120)
0 A—0 A

ii) Study of W (F?).
For A > 0, we have :

[ee] (e e}
—xt (2) At (1] — a)+>
e M"W(E)dt < (14 a / e "W <F — | dt
/0 (5 ( ) 0 C1 (X))
(from (1.2.118) and since : 0 < 1+ [X;| — (| X¢| —a)+ < 1+a)

= (14 a)W(Fy e 99) EY /OO e"\"d—u
0 0 (1 +a+Ru)2

(by using the same argument as in point i ))

<@+ W) [CeE) (————
0 (14+a+ Ry)2

< (1+a) W(F)O <i> ~0 (%) (A — 0) (1.2.121)
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iii) Study of W (F™).

®3) 2 !
W(F;")<(1+4a)*CW
() = ¢ re <1+|Xt|2>

from (1.2.118). Hypothesis i) or i) : 0 < F; < C imply :

™ wE®) — o

2 t—o0

Y Gy gp — 1 >
e "W, )dt =0 A—0
/0 (5 <ﬁ (=0
Gathering (1.2.120), (1.2.121) and (1.2.123) we obtain :

S \F
“TMWI(F)dt ~ 4] = W(F
/Oe (F) A—0 VA (Foo)

Thus :

(1.2.122)

(1.2.123)

(1.2.124)

W (F}) being by hypothesis a monotone function in ¢, the Tauberian Theorem implies :

\/? W(Ft) tH_O;W(Foo)

This is precisely the statement of point 1) of Theorem 1.2.14.

2) We now prove point 2 of Theorem 1.2.14
We write

W(F-1Xil) = W(E(X] —a),) +W(E(X] — (1Xe] —a) )

= (1) +(20)

and we study successively (1;) and (2;).

(1) = W(F(X|-a)t)=W(F1ls,<)  (from Theorem 1.1.8)

= W(Fuly<) from (1.2.114)

— W(Fy) (by the monotone convergence Theorem)

(since Fio € LY (Foo, W))
(2) = W(E(X] - (X —a),) <aW(F)
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We now write :

W) = W <Ft el G _a)+> W <Ft M) (1.2.125)

1+ [ X 1+ Xy
= (31)+ (4) and we have

s - W<Ft1+|xt|—(|xt|—a)+>S(HQ)W( F >

1+ Xy 1+ | X
1
< (1 —_—
since (Fi, t > 0) is bounded
(X —a) Fy
4) = WI|F —rtt | =W /[ —T1 from Th. 1.1.8.
( t) < t 1+|Xt| <1+‘Xt| UaSt) ( )
w(-t= (from (1.2.114))
= a———— rom (1.2.
1+ (X, 7~
2 0 since | X¢| P 400 W a.s. and we apply the dominated convergence
— 00 — 00
Theorem.

This achieves the proof of Theorem 1.2.14. We are now able to state the announced penali-
sation Theorem.

Theorem 1.2.15. (General penalisation Theorem)

Let (Fy, t > 0) be a process belonging to C. Then, for every s >0 and I's € b(F;) :

T,F,
WALFY st (1.2.126)

1) The limit, as t — 00, ———=
: W)

2) This limit equals :

W(DsF)  W(DsMy(Fs))

li = =WE(T 1.2.127
2% W(F) W (Foo) wo(L') ( )
The probability WL | which is characterised by (1.2.125) satisfies :
F,
Wh=_—">-.W 1.2.128

By comparing (1.2.128) to (1.1.16’), (1.1.93), (1.1.94), (1.1.108), (1.1.109) and (1.1.112), one
can see that Theorem 1.2.15 is a general Theorem which implies many results given in Section
1.1 of this monograph, for example the Theorems 1.1.1, 1.1.2, 1.1.11 and 1.1.11".

Proof of Theorem 1.2.15.

i) We shall use the following notations : let ws € C([0,s] — R) and (Ft(ws), t > 0) the
functional defined by :

Ft(ws)(Xu, u>0):= Fyy (Ws °© (ws(s) + Xu; u 2 0)) (1.2.129)

With this notation, we have the following Lemma.

Lemma 1.2.16. If (F;, t > 0) € C, then, for W-almost every ws € C([O,s] — R) (Ft(ws), t>
0) eC.
Proof of Lemma 1.2.16.
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i) It is clear that (Ft(ws), t > 0) is a monotone function of ¢ and that, from (1.2.129) and
(1.2.114) we have, for t > o, (s)|+a :

F)(Xy, u>0)=F®) (X, u>0)=F)(X,, u>0)

Tlws(s)|+a
it) We need to prove that W(Féﬁfs)) < 0o. We note that :

W(EL)) = W(Foo(ws o (ws(s) + Xu, u > 0))
= Ms(Fs)(ws) (from(1.2.3))

Hence :

o0

W (W (FL))) = W (M(Fo)) = W(Fx) <oo  (from (1.2.2))
In particular :

W (FY)) < 0o W as.

oo

This is Lemma 1.2.16.
it) We may now end the proof of Theorem 1.2.15. We have, for ¢t > s :

W (F,| Fs) W(Fff;))
—— 7 = ———=° (from the Markov propert,
R WE ( property)
zt W(F(fs)) (ws)
_ove TV W) (1.2.130)

(from Theorem 1.2.14 applied to (F}, ¢ > 0) and to (F“*), t > 0) due to Lemma 1.2.16.)

 M(F)
- W(Fy)

(from point 2 of Theorem 1.2.1.)

To show Theorem 1.2.15, it now suffices to see that the convergence is (1.2.130) also holds
in L'(Fu,W). However, from Scheffé Lemma (see M], T. 21) this will be implied by the
. M;(Fi)
equality : <7
T AW(E)
Remark 1.2.17. o
Let ¢ : R, — R, Borel such that : / o(x)(1 4 2%)dz < oo and let :
0

) =1 for every s > 0, which follows immediately from Theorem 1.2.1.

FY = 0(S) Lxys0)  (t>0)
F? = o(Sa)l(x,50)  (t>0)
It is shown in RY VIH that :

i) E(FY) Hwy/mg/ )o2da (1.2.131)
E(F?) )~/ t3/ )a2da (1.2.132)
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i1) for every s > 0 and T’y € b(Fs)

BT, FY
[57(3] — B, M?Y)  (i=1,2) (1.2.133)
E(FY) '
where the martingale (M 37’/) , 8> 0) is defined by :

MY =(S,)(Ss — Xs) + ) b(y)dy

and  (x) = p(x)a® +2 / oydy  (z>0)

x

We now inspect Theorem 1.2.15 in the light of this result. If we assume that lirf o(y) =0,
y—-+oo

we obtain :

lim Ft(i) =0 \%\% a.s.

t—o00

and, from (1.2.131) and (1.2.132).
lim VIE[F)] =0 (i=1,2)
t—00

Thus, we are working here in a degenerate case of Theorem 1.2.15 and of Theorem 1.2.14,
i.e. : in a case where F, = 0. However, from (1.2.133), this situation is not so ”degenerate”,
since it allows to obtain a non-trivial penalisation.

1.2.6 Some other results about the martingales (M;(F), ¢t > 0).

Let us first state the following definition :

Definition 1.2.18. Let (Fj, t > 0) denote an adapted, positive process. We shall say that
this process belongs to the class C if :

i) (F¢, t > 0) is a decreasing process, i.e., if s <t:

0<F<F, Was. (1.2.134)

In particular, since 0 < F; < Fy and since Fj is a.s. constant, this process is bounded by a
constant C' = Fy.
i1) There exists a > 0 such that, for every ¢t > o,, with

0o = sup{t > 0; X; € [~a,al}

F,=F, =Fyx (1.2.135)
and
sup WI(FOO) <k (1.2.136)
z€[—a,a]

Of course, we have C C C. As the class C , the class C contains many functionals (F, t > 0).

One has the following result : B

Theorem 1.2.19. Let (£}, t > 0) be a process in the class C and Fiy, := tlim F;. Then,
—00

there exists a process (Y, t > 0), bounded :

0<[Y|<c (1.2.137)
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such that :
Mt(Foo) :Ft‘Xt‘ +Y;f W a.s.

Examples
1) Let (F; := h(L;), t > 0) with h: Ry — R Borel, such that

/OOO h(y)dy = 1.

Then, (see (1.2.21)) :

e}

My(h(Ln)) = h(L)|Xi| + /L h(y)dy

i.e. (1.2.33) with
Ytz/ h(y)dy.

Ly
2) Let (Ft = exp (—%qu)> , > O) with ¢ € Z. Then (see (1.2.19)) :

My () = () e

_ 140 _ 140
—e 24 ‘Xt‘ +e 24 (SOQ(Xt) - ‘Xt|)
i.e. (1.2.38) with

_ 1 4(9)
Vi =e 2N (py(X0) — [ X4))

and we note that
0 < Y| < lopg(Xe) — | Xa|| < K

since @, is convex and ¢4(x) is equivalent to || when |z| goes to infinity.

Proof of Theorem 1.2.19.
i) It is sufficient to prove

My(Fo) = Fi.(|1X:| — a)y + Vi
with |Y;| < ¢. Indeed, if (1.2.139) is satisfied :
|My(Fao) = Fu | Xi|| = [Fi(1Xe| = @)1 + Ys = Fu| X |
= Vi + F((1Xe| = a)g — | Xe])]
< \}z|+ak§c’—|—ak:c/’.

it) We now prove (1.2.139)
From the point 2) of Theorem 1.2.1, we know that :

(wt,th)) (1.2.140)
= Wx, (Foo (Wi, 0) Lo, (wr,6t)<t)

Wt, W

60

) 1oy (wiot)>t) (1.2.141)

(1.2.138)
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Study of (1),

(D = W, (Foo(@8,6") Lo, (w00 <1)
= WXt (Foo(wt) 1aa(wt,dﬂ)<t)
since, on o, < t, F)o = F; (from (1.2.135)). Hence :
(1) = Few) Wi, (Lo, o0t <t) -
But one can easily check that :
Wx, (Loy(waty<t) = (1 Xe| = a)+.

Hence :

(1) = Wy, (Foo (i, @) 10, (wr0t)<t) = Fr-(1Xe| — a)4).

(2)t = WXt (Foo(wtv d}t) 1Ua(wi":’t)>t)
o If | Xy| < a, 10a(wt@t)>t and

WXt (Fw(wt?@t)laa(wt,@t)>t) = WXt (FOO(wtv"Dt))
< sup W,(Fx) <k

z€[—a,a]
(from (1.2.136)).
o If Xy (=2z) € [—a,a]:

o~ o~

W (Foo (@1, 6" Loy (wr.0y51) = W (Foo(wt,@tnﬁ@o)

where 7T, is the hitting time of a or —a (and does not depend on wy).

Hence

Wm (Foo(wtadjt)laa(wt,d)t)>t) < Wm (Foo(wt |[1A“a,oo[)1fa<oo> .

since, F} being decreasing in ¢, Fi(w, @) < Foo(dzt[ where @ 7

R ’fa,oo[)’
striction to [T}, oo[ of F;. Hence,
Wa: (Foo (Wta djt)lcra(wt,@t)>t)
< o () WK <€%L°°F(w [Ta,00]) 1Ta<oo>
(from (1.1.57))

1 1
:9050(x) Wag,gg (eELTa 1Ta<ooW)(?£3 €5L°°FOO))

700(
(from the Markov property)
P (2)

= m Wagigg (17, <00 Wa(Fu))
(from (1.1.57) and since Ly, =0 Wéégg a.s. for |z| > a)

©s, (%) (o)
=W, (Fx W% (T < 00).
( )9050((1) ' ( )
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(1.2.142)

(1.2.143)

(1.2.144)

denotes the re-



But, ¢s,(r) = 2+ |z| and

2
W (T, < ~
$’OO( “ OO) |z|—o00 1+ |.1“
(see (1.1.70)).
Hence :
W) (F(wi, &)1, (wrnyst) < 1.2.145
sup 9050(x) x,oo( (wtvw) Ua(wt,wt)>t) >C ( L )
z€[—a,a]
Gathering (1.2.145), (1.2.144) and (1.2.143), we obtain Theorem 1.2.19.
Corollary 1.2.20. _
Let (F;, t > 0) and (G, t > 0) be two processes in C. Then :

1)
Mt(Foo)Mt(Goo)
W< L% > = W(Fe.Goo) (1.2.146)
2)
%\/QEtW(Mt(FOO)Mt(GOO)) b W (Fo0.Goo) (1.2.147)

Note that, since (F}, ¢ > 0) and (Gy, t > 0) are in C, one has :
W (Fio.Go) < kW(Goo) < 00.

Proof of Corollary 1.2.20.
1) We start with point 1)
We have :

()

Mt(Goo)
=W | Foo ——
( 1+ Xy >
(from Theorem 1.2.1)
G| Xl + YtG>
=W | Ffop ————
( 14Xy
(from Theorem 1.2.18)
— W(FGwo)

t—o0

% < Gy < k, Fyy € LY(W), Gy decreases to G when t — 0o, and |Y,%| < c.

2) We now prove point 2) (briefly)

By polarization, it is sufficient to prove (1.2.147) when Fo, = G&. In this case, t —
W (MZ(F)) is an increasing function of ¢ and one can apply the Tauberian Theorem. Let
us compute :

since

/ W (M (P ))dt = / MW (B Xl + Y]
0 0

It is not difficult to see that in this expression, the terms Y;> and Fy|X;|.Y; are negligible,
so we only need to deal with the term F?|X;|?. By doing as in the proof of the point 1) of
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Theorem 1.2.14, one has :

Xi*(1X¢] — a)+
F X 2 | t
il = 1+ Xy
1+ Xy — (X —a)4
+ F?| X, |? X, —
t| t‘ (1+ ‘Xt‘)Q (| t| a)+
L2 [ Xe (1 + 1 X| = (1Xe] — a)+)
' (1+[X])?
=D+ @)+ (3 (1.2.148)

Now :
R —>\t
(1) := /0 W ((T)y)dt

o o [ Xe2(1Xe] —a) >
W F} dt
( 1+ | Xy

X 2
< +\;<‘\ "““) a

(from Theorem 1.1.16)

ey | X[
W | F? dt
< Oa 1 4 ‘Xt 0'a<t>

(from (1.2.135))

- ( oA /oo oMy | Xotul >
0 1+ |Xaa+u|

(after the change of variables t = o, + u)

— 2 —Xoa ) (3 * o (a4 Ry)?
_W<Faae )EO </0 e 1+a—|—Rudu
(from Theorem 1.2.1)

E(3) /oo e—)\u (a + Ru)2 du ~ ﬁ
 \Jo l+a+R, A—0 A3/2’

(1~ WiE) 2

It is now easy, by using the same arguments as in the proof of point 1) of Theorem 1.2.14, to
see that (2); and (3); are, when A tends to zero, negligible with respect to (1);. Finally, from
Tauberian Theorem :

Since, by scaling :

one has :

\fWMt M (G)) — W(Fie.Go).

Remark 1.2.21.
1) By using the same arguments as is Corollary 1.2.20, one can see that if F @, F® are k
processes in the class C, then :

k (4)

63



and

k k
k=172 yy <Hl Mt(ng)) —aW (Hl Mt<Fg;>)> (1.2.150)
1= 1=

where ¢;, is a universal constant.
Note that (1.2.149) and (1.2.150) seem quite strange since one knows (from Theorem 1.2.1)

that Mt(Fo(é)) — 0, W as. foralli =1,..k.

t—o0

2) Let (Fy, ¢t > 0) and (G, ¢ > 0) be two processes in C. We penalise Wiener measure by
the process (Fi, t > 0) (see Theorem 1.2.15) and we denote by W the probability obtained
with this penalisation. Now, let us penalise the probability WL by (G, t > 0) : we obtain
the probability WOIZ’G. On the other hand, if we penalise Wiener measure by the functional
(Fy.Gy, t > 0), we obtain the probability W&, Tt is not difficult to see, by using Theorem
1.2.19, that W& = WEG,

3) Let (F;, t > 0) be an adapted, positive and increasing process, such that, for some Ay > 0,
(e=Ft +>0)is in C, and such that for all z, W, (e~*0F>~) < co. Then, for all z € R, there

Foo)

exists a positive and o-finite measure v,
functions h with compact support :

, carried on R, and such that for all continuous

VIWLIW(E)] — [ h(y)wi=)(dy) (1.2.151)

t—o00 R+

This Theorem is a generalization of a result in [RY, IX]. In [RY, IX], it is obtained when
(Foo

(F;, t > 0) is an additive functional. In fact, the measure v, ) is the image of W, by
Fy : Q — Ry. The proof of (1.2.151) is essentially a consequence of Theorem 1.2.14.

1.3 Invariant measures related to W, and A,.
We shall now show that the measure W, and the measure A which we shall define very soon,
are closely related to invariant measures of some Markov process taking values in certain
functional spaces.
1.3.1 The process (X;, ¢ > 0).

As before, (Q, (Xt, Fi)t>0, Foo, Wa(z € R)) denotes the canonical realisation of Brownian
motion, starting at zero. Let Xy € Q = C(Ry — R). We define the process (X3, t > 0) taking
values on C(R4 — R), and issued from Xj, by :

Xo(u —1t) if u>t

Xi(u) == { Xo(0) + X, it o<t (1.3.1)

It is easy enough to see that this process is Markov (We denote by (P, t > 0) the semigroup
associated with this Markov Process (&;, t > 0)) and that the measure :

W‘::/dx W, (1.3.2)
R

is an invariant measure for this process. However, this process admits other invariant mea-
sures. More precisely :

Theorem 1.3.1. Let a,b >0, witha+b >0, and :
W= a W + bW, (1.3.3)
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Then :
Wab = / dz WP (1.3.4)
R

is an invariant measure for the process (X, t > 0). Recall that W} and W are defined in

(1.1.88) by :
WI = 1F+ - W, W; =1r -W,

Proof of Theorem 1.3.1.
By symmetry, it suffices to prove that the measure W™ defined by W+ := / de W7 is
R

invariant. For every measurable and positive functional F': 2 — Ry, we have :
/ dﬂc/ Wi (dX)PF(X)
R Q
= / daz/ WL dX)W (F(z + Xy, u<t; X(v—1), v>1)) (from (1.3.1))
R Q
= / da;/ WHAX)W (F(z+ X, — Xy, u<t; X(v—t), v>1))
R Q

(since (X¢—y, u < t) has the same law under W than (X; — X, u < t))

:/ﬂgdyW(/QW;r_Xt(dX)F(y—Xu7 u<t; X(v—t)wzt))

(frorn Fubini and after making the change of variable x + X; = y)

:/RdyW</QWy_Xt(dX)F(y—Xu, u<t; X(v—t), U>t)1r+(X))

(from the definition of W™ and since X € T'; if and only if : lim X(v —t) = +00)

v—00

_ / dy W, (/ W, (dX)F (X, u < t; X(v—1), v > 1) 1p+(X)>
R Q
since (X, u > 0) and (—X,, v > 0) have the same law under W,. We now write :
/ W, (dX)F(Xuy 1 < £ X(v— ), v > 1) 1p, (X)
Q
=W (Flr, (w, ")
where w; € C([0,t] — R), @' € C(Ry — R), and :
we(u) =X, foru <t,

O'(w) = Xy + X(v) forv>0

(see point 1 of Remark 1.2.2 for such a notation). In the preceding relation, w; is frozen and
expectation is taken with respect to @'. Hence, from the definition (1.2.3) of the martingale
(My(F1p, ), t > 0), we have:
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/ W, (dX)F(Xuy 1 < £ X(v— 1), v > D)1p, (X)
Q

= Mt(F11“+)(wt).
Hence:
/dﬂc/ W/ (dX)P,F(X)
R Q
- /R dy W, (My(F1r,))
:/RdyWy(Mo(Fler))
:/dyWy(Flm)
R

(from (1.2.2) where we replace W (= Wy) by W,).

= / dy W (F)
R
(from the definition of W").
= WH(F).

This is Theorem 1.3.1.
1.3.2 The measure A,.

Let Q =C (R—Ry)and L:Q — Q, the application "total local time” defined by :

L(X,, t>0)= (LY, y€R). (1.3.5)

We denote by A, the image of W, by L. It is possible to give a very simple description of
A, (see [RY, M]). Here is this description :

- Let u,a, 3 € Ry and x € R. We denote by Q%g the law of the process (Y,, v € R) defined
as follows :

Y.=u

(Yiqt, t > 0) is the square of an a-dimensional Bessel process

(Yy—¢, t > 0) is the square of a S-dimensional Bessel process, independent from
(Yieqe, £ >0).
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Then : L oo
Ao [ @) (136)

Sketch of the proof of (1.3.6).
By translation, it suffices to prove (1.3.6) for x = 0. Then, we use (1.1.40) :

W = / dv (W o P*Y™))
0

and the following facts :

e From the second Ray-Knight Theorem (see [RY], Chap. IX) for Brownian motion, the
process (LY, y > 0) is a O-dimensional squared Bessel process, starting from .

e For a 3-dimensional Bessel process, starting from 0, (L%, y > 0) is a 2-dimensional squared
Bessel process, starting from 0. This constitutes the ”third” Ray-Knight Theorem.

o If (Z}, t >0), i = 1,2, are two squared Bessel processes with respective dimensions d; and
ds, starting respectively from u; and us, then (Zt(l) + Zt(Q)7 t > 0) is a squared Bessel process
with dimension dy + do starting from wq + us.

Other properties about the measure A, may be found in ([RY, M], Chap. 2). It is easily
deduced from (1.3.6) that the r.v. L%, under W, admits the "law” :

W, (LY, € du) = |y — x| do(du) + du (u>0) (1.3.7)
(see also (1.1.45)).

1.3.3 Invariant measures for the process ((Xt, L), t> 0).

The process ((X¢, Lf), t > 0), where L = (LY, y € R) denotes the local times process (in
the space variable) at time ¢, for Brownian motion (X, ¢ > 0) is a Markov process taking
values in R x © = R x C(R — R,). In fact, if Xp is a function which has a finite total local
time at each level, ((X;, L{ + L3 (Xp), t > 0) is the image of the process (X;, ¢t > 0) (see
(1.3.1)) by the application :

H:Q—RxQ
defined by :
H(Yi, £>0) = (Y, L) (1.38)
(and H(Y;, t > 0) = (0,0) if the trajectory (Y3, ¢ > 0) admits no local time). Thus, as a

Corollary of Theorem 1.3.1, the image of Wb by H is an invariant measure for the process
((Xt, L), t> 0). This image, which we denote by A®? is equal, from (1.3.6), to :

~ab 1 * 2,0 0,2
AN =— [ dx du (a Q3 +0Q27%) (1.3.9)
2 Jr 0 ’ ’

Thus, we have obtained :
Theorem 1.3.2. The measure A% is an invariant measure for the process ((Xt, L), t> 0).

We shall now give a different proof of Theorem 1.3.2 than the one we have just indicated.
This proof has the further advantage that it hinges on arguments which shall be useful in the
sequel. We begin with the :

Lemma 1.3.3 Letge T
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(9) (9)
1) Define of (z) := W (67%‘40“1’) =W, (67%‘4"(é Ip,). Then, @f is the unique solution of
Sturm-Liouville equation :

O =qp with boundary conditions :

1
p(z) x:jrool“ p(z) xjooc = /ooidy

—o P2(Y)

(1.3.10)

2) Define o (z) := W, (e724%) = W, (e’%AS’g)lp_). Then, w, is the unique solution of

xr
the Sturm-Liouville equation :

O =qp with boundary conditions :

1
pla) ~ o o) — C:= 7/00 7 (1.3.11)
—0 P4(Y)
Proof of Lemma 1.3.3.
It suffices, by symmetry, to prove point 1. We have
W, (e 3491 ) = @)W [T,)  (from (1.1.16))
= hrP ‘Pq(x) Wag?o)o(Tb <T,)
b—+o0
But, from (1.1.14), this limit equals :
7q($) - 7(1(_00) Vq(x) —Q
gl = T) ———— 1.3.12
1) Galor —ru(oa) — F 5 (1312
where 7, is given by (1.1.14). Hence :
Yolz) —
oo (x) = @q(x) ﬁ' (1.3.13)
It remains to prove that goj satisfies the announced conditions. But (with ~ for v,) :
+ _ V(z) —« () 7" (2)
W@ = o (B2 2@ + o) ]
— 2¢q(x) 1 ©q() @ ()
= (WC) O‘) + 2 + 2o (—2 g > from (1.1.14
A\ T5ma ) Y ma A T e\ taw)  (Bem G11)
V(z) —« V(z) —a
ehto) (220 = g@rano) 150 o @ (13.14)
On the other hand :
o Y(z) —y(=00)
P, () = @q(x ~ Yilxr) ~ x 1.3.15
q( ) q( )7(00)_7(_00) T 00 q( )xﬂoo ( )
[
2
o o ¥ay) ) 1
—0 P4 (Y) A
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(since @q(y) is equivalent to |y| when y goes to —o0).
This proves Lemma 1.3.3. |

We now prove Theorem 1.3.2.

Of course, by symmetry, it suffices to show that the measure : AT := / dr A}, where A}
R

is the image of W by L, is invariant for the process ((Xt, L), t > 0). We note that from
(1.3.6), we have :

T 2 T, u

We denote by (Q¢, t > 0) the semi-group which is associated to the process ((Xt, L), t> 0),
and we consider F': R x  — R of the form :

~ 1 [
A+:—/ du Q20 (1.3.16)
0

F(x,l) = f(z) exp (—% <q,l >> (1.3.17)

= f(x) exp (—%/Rl(y)Q(y)dy>

for ¢ € 7 and f Borel, bounded. Then, for such an F', we obtain, by definition of the process
(X¢, Ly), t>0) -

QiF(z, ) =W (f(a: +X,) exp {—% <ql> —% /th(x + Xs)ds}> (1.3.18)

Now, from the monotone class theorem, Theorem 1.3.2 shall be obtained once we show that :

/R d /ﬁ A (dl) QuF (x,1) = /R dx /ﬁ AF(d)F (1) (1.3.19)

for every ¢t > 0. But, from Lemma 1.3.3, we have :

W (exp—%Aé‘Q) = W, (exp <—%Ag%)> '11"+>
1
= /NA;'(dl) exp (—5 <q,l >> = <p;'($) (1.3.20)
Q

since A} is the image of W by L.
Thus, the left-hand side of (1.3.19) writes :

LHS = <QF,1>3,
= /dxﬂAi(dl)W(f(:chXt)e%<qvl>%J§q<x+xs>ds)
R Q

(from (1.3.18))

t
= W (/}R drof () f(x + X;) exp <_%/0 q(x —I—Xs)ds>>
from Fubini and (1.3.20)

:/Rf(y)dyw(go;(y—xt)exp <—% /th(y—XtJrXs)ds)) (1.3.21)
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after making the change of variables  + X; = y. On the other hand, the right-hand side of

(1.3.19) equals :
+ oL )
/Rdy/ﬁAy(dl)f(y) e p< 5 <lLa>

= [ 1) ey (1.3.22

RHS

from (1.3.20). Thus, Theorem 1.3.2 is an immediate consequence of the following :

Lemma 1.3.4. For everyq € Z, x real and t > 0:

W (e (y — Xy) exp (—% /0 q(ly — Xi + Xs)ds> ) =es (v) (1.3.23)

Furthermore, (1.5.23) is also true when gog' is replaced by @ or ¢q.
Proof of Lemma 1.3.4.

w (@J(y — Xy) exp (—% /Ot q(y — X + Xs)d8>>
=W (@J(y — X¢) exp (—% /Ot q(y — X + Xtr)dr>>

(after making the change of variables s =t — ).

W <¢q+(y ~X,) exp (—% /Ot aly - Xr)d?"))

(since the process (X — X;—, 0 <r <t) has the same law as (X, 0 <r < t))

=W, (soi(Xt) exp (—% /Ot q(Xr)d?”>>

(since (—X,, 7 > 0) has the same law as (X,, r > 0))

1 t
because, from (1.3.10) and It6’s formula, (@J(Xt) exp <—§/ q(XT)dr> , t> 0) is a
0

((#, ¢t >0), W,) martingale.
Remark 1.3.5.
1) We denote by G the infinitesimal generator of the process ((X¢,,L{), t > 0). For a function
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F of the form given by (1.3.17), we obtain :

GF(e.)
= 4 Q)
_ % W (f(x +X,) exp (-% <ql> —% /Osq(x —|—Xr)dr>)
(from (1.3.18))
— e (—g<at>)- |36 - Je@ @) (1321
_ % ?;71; (1) — %q(az)F(l‘,l) (1.3.25)

Another way to prove Theorem 1.3.2 consists in showing that, for every F of the form (1.3.17),
we have :

<GgF,1 >ze0=0 (1.3.26)

Let us prove (1.3.26). N N
By symmetry, it suffices to prove (1.3.26) by replacing A%? by A*. Now, we obtain, for I of
the form (1.3.17) with f of class C?, with compact support :

< GF, 15+ > /dx/ A, (dl) —-<ql>< f(@) - %q(a:)f(x))
(from (1.3. 24

- [ i (% ) - g ale) )

(from Lemma 1.3. 3)

= [ 3@ @)@ - a@ef @)
(after integrating by parts)
= 0 (from Lemma 1.3.3.)
2) Theorem 1.3.2 invites to ask the following question : is the process ((Xt, L), t > 0)
reversible with respect to the measure ./NXa’b, i.e. : does the following hold :

< Q. F, G > gap=< F, Q.G > S (1.3.27)

for every F,G : R x Q@ — Ry measurable and positive 7 The answer to this question is
negative. In particular, the operator G is not symmetric, i.e., in general :

< GF, G >Ka,b7é< F, GG > 5o (1.3.28)

1 - ~
We now show (1.3.28), with F(z,l) = f(x) exp <—§ <q,l >>, G(z,1) = g(x), A=A

= AL Assuming that the equality would hold in (1.3.28), we would obtain, after an
elementary computation :

<ORG>; = [ (3770 - ja@@) ) do

= / goq(x)f(a:)%g”(a:)da: =< F, GG >3
R
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Thus, the preceding equality would imply, after integrating by parts and use of the relation
Pg=1a%¥q
—2q(2)pq(x) f () = 2¢4(2) f'(x)

for every f in class C?, with compact support, which is absurd.

3) Of course, the preceding point implies that the measure Wb which is invariant for the
process (X, t > 0) is not reversible.

4) The following relation, which has been obtained from Lemma 1.3.3 and the definition of
AL

W, [@}(Xt) exp <—% A§‘”ﬂ - /ﬁij(dl) exp (—% <q,l >) (1.3.29)

is a particular case of the following result, which is found in ([RY, M], Chap. 2) :

Let F: Q — R measurable, and ”sub-exponential at infinity, (i.e. : there exists ¢ € Z and

C > 0 such that, for every [ € §~2, Fl)y<cC exp(— < q,l > )), then :

(/ﬁ AL (@ FPU+LY, t> 0) (1.3.30)

is a ((.7-}, t>0), W) martingale ; hence :

W, (/ﬁ]{;_;(dl)F(l+L;)> - W, (/ﬁ K;_L(O(dl)F(l)>

= /N AL (d)F(D) (1.3.31)
Q

1
In particular, if F'(I) = exp <—§ <q,l >>, (1.3.31) becomes :

- - 1 1
ﬁAit(dl)F(l+L;) _ /~A§t(dl)exp <—— <ql> ——/q(x)Lfdx)
Q O 2 2 Jr

1
= o7 (Xy)exp <—§ Ag‘”)

1
Thus, when : F(I) = exp (—5 < q,l >>, (1.3.31) is nothing else but (1.3.29) since :

W (5 e (—540)) = v @)

5) Theorem 1.3.2 also invites to ask the question : are the measures (A®?, a,b > 0) the only
invariant measures of the process ((Xt, L), t> 0). Here is a partial answer to this question.
Let A be an invariant measure for this process.

i) Since the first component of ((X;, L{), ¢t > 0) is a Brownian motion, and that process

admits as its only invariant measure (up to a multiplicative factor) the Lebesgue measure on
R, the measure A admits a desintegration of the form :

~ ~

A(dw,dl) = dz Ay(dl) (1.3.32)
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and, denoting by ¢, the function defined by :
~ ~ 1
Pglx) = Ay (exp—§ <q,l >> (1.3.33)

the computation which lead to (1.3.21) and to (1.3.22) imply, if A is invariant :

Pq(x) =Wy <@(Xt)exp (—% /Ot q(XS)ds>>

It follows from this formula, using It6’s Lemma, that :

Pl =q3, (1.3.34)

The vector space of the solutions of the Sturm-Liouville equation has dimension 2 ;
hence, there exist two constants Cy(gq) such that :

q(7) = C(a)eg () + C-(a)¢y (2) (1.3.35)

i1) The invariant measure A% which we described in Theorem 1.1.2, and which writes :

N K ]‘ —
AT = 2 / dz(aAt +bA;) = / dz A% (1.3.36)
2 Jr R

with A%® = Z(aA} +bA}) (1.3.37)

1
2
enjoys the following property : both limits

N R 1 1 1
IEIEOO . AY (exp—§ <q,l >> and  lim = A <exp—§ <q,l >> (1.3.38)

do not depend on g € Z. Indeed,

|

2z z—00

1 1 1 _
. Ag’b <exp—§ < q,l >> = — (agoj;(x) + by, (a:)) —

1 1 b
from Lemma 1.3.3 and — Ag’b exp—=<g¢q,l>] — —
] 2 —

iii) We now assume that the invariant measure A, which equals : A(ds,dl) = dzA,(dl) also
satisfies that both limits :

1~ 1 1 ~ 1
lim — A, (exp—§ <gq,l >> and im — A, <exp—— < q,l >>

T—00 I Z——00 |x‘ 2

~  ~ab
exist and do not depend on ¢ € Z. Then, there exist a and b positive, such that : A = A"
Indeed, from (1.3.35), together with Lemma 1.3.3 and (1.3.33), we have :

lim lfxw (exp <—% <q,l >>> = lim goq_(m)

r—00 I T—00 T

iy G+@eg (@) + C- (@) (@)

T—00 X

=C4(q) (1.3.39)
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Thus, C(q) (and C_(g), by symmetry) are constants, which we shall denote respectively as

g and 7" Thus, we have :

~ 1 a _
A;B <exp_§<Q>l>> = _SD(J;('%‘)—F_QO(] (l‘)
— Ag,b(ef%<q,l>)
Hence : A, = A% and A = A"

1.3.4 Invariant measures of the process (L' ~*, t > 0).

1.3.4.1 For t > 0, we define the random measure p; via :

= /t F(Xy — X,)ds (1.3.40)
0

with f positive, continuous and bounded. It is proven in [DMY] that (u, ¢ > 0) is a Markov
process taking values in the space of positive measures on (]R, B (}R)) Due to the density of
occupation formula, we may write (1.3.40) in the form :

w(f) = /th y)LYdy
= /f(z)Lf(t_Z dz (1.3.41)
R

We deduce that :
pe(dz) = L% dz (1.3.42)

Hence, rather than working in the space of measures on R, we shall consider the Markov
process (LX*™*, ¢ > 0) which takes values in Q = C(R — R).

1.3.4.2 Of course, this Markov process is the image of the process ((Xt, L), t > 0) by the
application :

0:RxQ—Q
defined by : B
0(z,0)(y) =l(x —y) r,yeR 1 €Q (1.3.43)

This application 6 is not bijective since :
O(z,1) =0(2',1")
as soon as :
l(z—2' +2)=1(2) (1.3.44)
for every z € R i.e. : as soon as I’ is an adequate translate of [.

i) We begin by verifying directly, i.e. : without using the result of Donati-Martin-Yor recalled

above - that the process (LX*™°, ¢ > 0), which takes values in C(R — R, ) is Markovian, in
the natural filtration of the process ((Xt,L;), t > 0). For this purpose, using Dynkin’s
criterion (see [D]), and denoting by (Q:, ¢ > 0) the semi-group associated to the process
((X¢, Ly), t > 0), one needs to verify that :

Qi(F o 0)(x,1) = Qu(F 0 0) (2, 1) (1.3.45)
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for every t > 0 and F': Q- R measurable, as soon as :
0(z,1) = 6(2',1")

Of course, from the monotone class theorem, it suffices to prove (1.3.45) for F' of the form
Fy, q €1, with :

F,(l) :=exp (—% <q,l >> (1€Q) (1.3.46)

We have, from (1.3.43) :

Fo8(z,l) — exp (-1 <qllz—) >)

2
~ exp (-% /]R d)l(z — y)dy> — exp (-% <l >> (1.3.47)
with 0x(y) = qlz — v) (1.3.48)

Thus, from (1.3.18) :

Qi(Fy00)(z,l) =W (exp <—% < \q/$+xt,l > —% /th(a: + X — (x+ Xﬁ)dr)) (1.3.49)
However :
< gﬁxt,l > = /Rq(:c + Xi —y)l(y)dy
- /R G(X; + 2)i(x — 2)d= (1.3.50)
Thus, from (1.3.44), if 0(x,1) = 0(2',1"), we have :
l(x—2)=10(2'—2) hence < ngrX“l >=< g$r+xt,l’ >
It now follows from (1.3.49) that :
Qu(Fy00)(z,1) = Qi(F,00)(z',1")

1.3.4.3 Invariant measures for the process (L;**"*, t > 0).

Of course, from Theorem 1.3.2, the image of A%® by 6 (defined by (1.3.43)) is an invariant
measure for the process (Lf(t*'7 t > 0). Unfortunately, an elementary computation shows
that this measure is identically infinite. Thus, we need to find directly - without refering to
AP~ invariant measures for (LX*™°, ¢ > 0).

Theorem 1.3.6. Let a,b > 0, and :

A% = aAJ + DAy (1.3.51)

Then, A%® is an invariant measure for (LX*™°, ¢ > 0).
We recall that A(jf is the image of Wa—L = W by the application £. In particular :

1
A(jf(exp—§ <gl>)= goqi(O) (geI) (1.3.52)
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We now show Theorem 1.3.6.
We denote (Q,, s > 0) the semi-group associated to the process (Lf(tf', t > 0). Thus, we
have, for (1.3.49) :

Q,(F)()=w (exp <—% <q(Xs4-),1> —% /Osq(Xs — Xr)dr>> (1.3.53)

1
with @ Fy(l) = exp <—§ <q,l >>.

On the other hand, by symmetry, it suffices to show that the measure A™ := AS’ is invariant
for (L;*=*, t > 0). We compute :

At @@
= [ Araw <exp (—% <o+t = [T, - X»dr))

= W{<exp—%/osq(Xs —Xr)dr> -/ﬁA*(dl)exp (—% < q(Xs+-),1 >>}

(from Fubini)

= W {exp <—% /OS q(Xs — Xr)dr) “Pt;r(xs+-)(0)}

(from (1.3.52)). Now, it is easy to check that :

Y. +(0) = of (X) (1.3.54)

Thus :

[ A @@ mn) - W(ﬁ(Xs)exp (—; / Sq(XS—XT)dr)>
= ¢, (0)

from Lemma 1.3.4 (replacing (X, ¢ > 0) by (—=X;, t > 0))

:/~A+(dl)Fq(l) (from (1.3.52))
Q

This is Theorem 1.3.6. u
Remark 1.3.7.

1) Arguing as in point 2 of Remark 1.3.5, it is easily shown that none of the measures A%®
is reversible for the process (L;*™°, t > 0).

2) Here is another way to prove that A®’ is invariant. (We give the details for AT). We
1
have, with F,(l) = exp —; < g, >, from (1.3.53) :

Q.(F)(1) =W <exp (-% <q(Xo+ )1 > —% /0 q(XT)dr>> (1.3.55)
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We proceeded from (1.3.53) to (1.3.55) by making the change of variable r = s — u and using
the fact that, under W, (X5 — X5, 7 < s) (lg)(Xr, r < s). Thus, denoting by G the
infinitesimal generator of the semi-group (Q,, s > 0), we obtain :

— d —

s=0
d

Sl oo (<5 [ awxaar )

ds

(with g(x) = exp <—% <q(x+-),1 >> >

"(0) = 5 4(0) 9(0)

g q
[88—; < (—%<q:c+)l>>—q(0)exp<—%<q,l>>]
<TF, 1>y = /NEFq(l)A’L(dl)

1 1
_ + = _ 2
= /A (dl) <8x2 exp< 5 l>> q(O)exp( 2<q,l>)>
1

= 5(67"(0) — a(0); (0)) = 0 (1.3.56)

1 1
2 2
1
2

Thus :

after interverting the second derivative and integration with respect to A™(dl), using Lemma
1.3.3 and the fact that go(';(w+.)(0) = @) (). From relation (1.3.56), we deduce of course that :

<Q,F;,1>,+=<F,,1 >+, ie. that AT is invariant.
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Chapter 2. Existence and properties of the measure W,

We shall now establish a number of results similar to those of Chapter 1, but this time
(X, t > 0) is a 2-dimensional Brownian motion.

2.1. Existence of W%,
2.1.1 Notations and Feynman-Kac penalisations in two dimensions.
(2 =C(Ry — C),(Xs, Fr)e=o0, WZ(Q)(Z € C)) denotes the two dimensional canonical Brow-

nian motion, which takes its values in C. We write W® for Wém. 7 denotes here the set
of positive Radon measures on C admitting a density ¢ with compact support and such that

/q(a:)da: > 0. Define :

t
A9 = /0 q(X)ds (2.1.1)

Here is the analogue in dimension 2 of Theorem 1.1.1. A proof of this Theorem (in dimension
2) is found in [RVY, VI].
Theorem 2.1.1. Let ¢ € Z and, for everyt >0 and z € C :

(@)
w@o . &P (-347) W@ (2.1.2)
2 7(20) z 1.
z,t
with X
269 = Wl (exp -5 A0 (213
1) For every s > 0 and I's € b(Fs) :
WZ(,%«’Q) (Ts) admits a limit Wz(?(;g) (Ts) ast — oo :
w5 r) — wEI(r,) (2.1.4)

t—o0

2) Wz(?(;g) is a probability on (2, Fs) such that :

WDy, = MED W,

where (MS(2’Q), s >0) is the ((Fs, s >0), Wz@)) martingale defined by :

Ms(lq) — ¢q(Xs) exp (—lAg‘I)) (2.1.5)
©q(2) 2
3) The function ¢4 : C — Ry featured in (2.1.5) is strictly positive, continuous and
satisfies :
1
©q(z) ~ = log(|z]) (2.1.6)
|z| =00 T

It may be defined via one or the other of the following descriptions :
i) pq is the unique solution of the Sturm-Liowville equation :

Ap=q-¢ (in the sense of Schwartz distributions)
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which satisfies the limiting condition :

25, () =~ (r=12)) (2.1.8)
i) %(log ) w® <exp (-% A§q>)) — ¢y(2) (2.1.9)

4) Under the family of probabilities ( Z(?o’g),z € C), the canonical process (X¢, t > 0) is a

transient diffusion. More precisely, there exists a (Q, (Ft, t > 0), Wfog)) Brownian motion
(Bt, t > 0) valued in C and starting from 0 such that :

t
Xy=z+B+ / V94 x,)ds (2.1.9)
0 $q

2.1.2 Existence of the measure W®,
Theorem 2.1.2. There exists on (Q = C(Ry — C), foo) a o-finite and positive measure
W® (with infinite total mass) such that, for every q € T :

W@ — 5, (0) exp (% Ag@) W) (2.1.10)

In other terms, the RHS of (2.1.10) does not depend on q € T.
In fact, just as in the case of dimension 1, we show for every z € C, the existence of a measure
Wg), this measure being defined by :

WO (F(Xs, s>0)) = WO (F(z + X, 5s>0)) (2.1.11)

Proof of Theorem 2.1.2. .
i) Point 1) consists in showing that ¢,(0) exp (4—5 Af}?) W29 does not depend on g. The
proof is quite similar to that of point 1) of Theorem 1.1.2. It hinges upon :

e ¢,(z) >0 forevery g€ Z and z € C;

° (p‘H(Z) — 1 for every q; and g2 € T ;
(Pq2(z) |2|—o0

® ¢4(2) — +oo and the ( Z(,Qo’g), z € C) process (X¢, t > 0) is transient.

|2|—00

These properties follow from Theorem 2.1.1. We also note, just as we did in Lemma 1.1.3 :

wz(?(;g) (exp —i——;\ Afg)) < oo if A<«1 (2.1.12)
(2,9) A @) — i

1% X g = 1.
e ep+2Aq oo if A>1 (2.1.13)

These two properties show that W) is well defined via (2.1.10) (since AY < 0 WD
a.s.) and that W has infinite total mass ; it is o-finite on (€, Fs) and it is such that
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WE\(T,) = 0 or 400 for any Ty € b*(F;) depending whether W) (T) is equal to 0 or is
strictly positive.

2.2 Properties of W3,

2.2.1 Some notation.

We shall now prepare Theorem 2.2.1 - which plays for W@ g similar role as Theorem 1.1.5
for W. However, in order to state Theorem 2.2.1, we need the following notation :

i) Denote by C' the unit circle in C :

C={z€C; |z| =1} (2.2.1)

and (Lgc), t > 0) the (continuous) local time process on C, which may be defined as :
© — i L[
Ly =1lim — [ 1lc.(Xy)ds (2.2.2)
0

where
C.={z€C;1—-e<|z|<1+¢}

so that, a.s. if ¢qg denotes the uniform probability on C' :

2T
| fGmla) =5 [ reas (2:23)
C ™ Jo

we have :
(L9 t>0) = (A ¢+ >0) (2.2.4)

In other terms, (L§C>, t > 0) is the additive functional which admits ¢p as Revuz’s measure

(see [Rev]). We denote by (TZ(C), [ > 0) the right continuous inverse of (Lgc), t>0):
7Vi—int{t>0; {9 >0, 1>0 (2.2.5)

(C)
2 . . . . .
and we denote by WO( ) the law of a 2-dimensional Brownian motion starting from 0,

©)

considered up to 7

it) We denote by P1(2’10g) the law of the process (R, ¢ > 0) which solves the stochastic
differential equation :

tds (1 1
R =1 Ll 2.9.6
t +5t+/0 R, <2+logRs) (2:2.6)

where (B, t > 0) is a 1-dimensional Brownian motion starting from 0. We note that the
process (R, t > 0) starts from 1 and that P(R; > 1 for every ¢t > 0) = 1.

We adopted the notation P1(2’10g) to indicate :
a) that this process R starts from 1 ;
b) that it ”differs at infinity from a 2-dimensional Bessel process” by the presence of the term

Tog B, in the drift part of equation (2.2.6).

80



i11) Here is another description of the process (R, t > 0) defined by (2.2.6) :

(law)

(log Re, t >0) ="(pm,, t >0) (2.2.7)
with :
e (py, u>0) a 3-dimensional Bessel process starting from 0 ;
tds
oH = | 2 (2.2.8)
o R

We prove (2.2.7).
We apply It6’s formula to the process (R;) solution of (2.2.6) and we obtain :

tag t ds
loR:/ S+/7 92.2.9
S = ), B, ), B2 1og R, (2.2.9)

We denote by (v, h > 0) the inverse of the process (Hg, t > 0) and we replace t by vy in
(2.2.9). Thus :

viedg, M ds
log R,, = — _ 2.2.10
08 fv, /0 R, T /0 R? log B, (2.2.10)
h
~ du
= 2.2.11
ﬁh + /0 log Rl’u ( )

" dfs

after the change of variable s = v, and with (Bh, h>0):= </ 7k
0 s

h > 0), which is a
Yh ds

1-dimensional Brownian motion since this - local - martingale admits as bracket ( i
0 s

H, =h,h> 0). Hence, from (2.2.11) (log R,,, h > 0) is a 3-dimensional Bessel process

starting from O.

iv) Let now (a,, t > 0) be another 1-dimensional Brownian motion, independent from

(B¢, t > 0) (hence independent from (R, ¢ > 0)). We define the law wen ) o ﬁl@’log) as

the law of the 2-dimensional process (Y, ¢ > 0) satisfying to :

(@)

a) (Y, t < Tl(c)) is a 2-dimensional Brownian motion starting from 0 and stopped in 7, ;

. . . () . . . .
its law, from point i), is W&n) . Here, TZ(C) is the right-continuous inverse of (Lgc),t > 0),

the local time on C' of the process (Y, t > 0).

b) after Tl(C), the process (YT(C) Lt > 0) writes :
!

Yo, = R’ (£>0) (2.2.12)

where :
e the law of the process (R, t > 0) is P1(2,log)

e (ay, t >0) is a 1-dimensional Brownian motion starting from ag, with el = YT(C) (we
!

note that Y ) € )
1
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c) (aq, t > 0) and (B, t > 0), the driving Brownian motion of (R;, ¢ > 0) (see (2.2.6))
(C))

are, conditionally on ap, independent from the process (Y3, t <7,

Formula (2.2.7) - the second description of (R, ¢t > 0) - permits to write (2.2.12) in another
form :

YTl(c)th = exp(pu + 1) |u=m, (t>0) (2.2.13)

t
d
where (py, u > 0) is a 3-dimensional Bessel process starting from 0 and H; = R_s2
0 s
2.2.2 Description of the canonical process (X¢, ¢t > 0) under WS"’O).

In order to describe the measure W) we shall use the formula :

W = o (0)(e? L) Ly (2a0) (2.2.14)

This is formula (2.1.10), with ¢ = go (in fact, we use here a slight extension of (2.1.10) since
qo is not absolutely continuous with respect to Lebesgue measure on C). We now need to

study the probability éﬁ’%). This is the aim of the following Theorem :

Theorem 2.2.1. With the notation of Theorem 2.1.1 :

1
D pgz) = 24— loglz|  if[z]>1
= 2 if 2] <1 (2.2.15)

and (Ms(qo), s > 0) is the martingale defined by :

X,) 1
M = PalX) <__ L(C)> 2.2.16
° SDQO(O) 277 ( )
= 1+ ; /S < v()0110 (Xu)7 dX, > 6_% LgLC) (2217)
©q(0) Jo

2) Let gc :=sup{t > 0; X; € C}. Then gc is WiZ®) g, finite and the r.v. ng)(: Lég))

. . wizwo)
admits as density fL(g with :

Wég,qo) . 1
LY 2

(&

o~

10,00((0) (2.2.18)

3) Under the probability TASERN
i) Conditionally on X, (Xs, s < gc) and (Xgo4s, s > 0) are independent

ii) The law of the process (Xg.4s, s > 0) is ﬁl(Z,log) (defined in point 2.2.1, iv))

iii) Conditionally on ng) = [ the process (Xs, s < gc) is a 2-dimensional Brownian

(©) , . (27D
process stopped at 7,7, and its law, from point 2.2.1 1), is W) .

In other terms : | foo o
. _1 2,777) 52,1
) W Zaw) = 5 /O e 2dl(Wy"" ) o P10)) (2.2.19)

We note, in particular, that X (©) under Wéﬁ’q‘)) is uniformly distributed on C.
!

Proof of Theorem 2.2.1.

82



In dimension 1, this Theorem is, essentially, proven in ([RVY, H]). The only item which
really differs from those of Theorem 8 in [RVY, II] is point 3, ii). We shall emphasize the
corresponding arguments.

We prove point 3, 7).

We first recall and adapt to dimension 2 the notation and results of [RVY, IIJ.

i) Let (Gt, t > 0) be the smallest filtration containing (F;, ¢ > 0) and such that go is a
(Gt, t > 0) stopping time. Then, there exists a ((gt, t>0), 025‘10) 2-dimensional Brownian
motion (By, t > 0) such that :

t

n

X, = B; +/ —— du (2.2.20)
tAge Mq(LqO) _MSJO)

with : L O Ve (Xa)
on, =e 2k % (2.2.21)

o M{™ is defined by (2.2.16) and :

M(90) .= inf p(o0) (2.2.22)

s<u

1
i) The function ¢g,(2) = 2+ = log |z| (for |z| > 1) (see (2.2.15)) is increasing in |z|. On
— 7r
the other hand, for u > g¢, LSIO) = ng). Thus :

M(QO) — M(qo) _ SOQO(XQC) 6—%L§C

“ ge Pqo (0)
(©)
— e 1l (2.2.23)

(from (2.2.15) and since X, € C).
i11) Gathering (2.2.20), (2.2.21) and (2.2.23), we obtain :

t Vipgo(Xu) e i
— 90 u
Xt = Bt'i‘/ d’LL —lL(C) ,lL(CV
NG (pqo(Xu)e 2 79c — 2e” 2 79C

L)

du (after simplification by ez Loc ) (2.2.24)

~p [ Ol D)
t . log | Xy |

/\gc

1 1
(from (2.2.15), since ¢q,(Xy) — 2 = - log | X,| and Vi, (X,) = ;(Vlog\ ) (Xu))-

iv) We now use It6’s formula to express | Xg,4¢| 1= R;. We obtain, from (2.2.24) :

~ ~ ~ tds (1 1
R; = (B - B +/ — (— + — ) 2.2.25
t = (Bge+t — Byc) 0 & \2 T Bl ( )

where (§90+t — By,

(2.2.6), the law of (‘ch+t\, t > 0) is P1(2,10g).
Now, operating in an analoguous manner to calculate Arg (X, ), we obtain :

t > 0) is a 1-dimensional Brownian motion started at 1. Thus, from

(Xgotts t >0) = (R e™He ¢ >0) (2.2.26)
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with notation of points 2.2.1, i), i) and iv).
2.2.3 Another description of the measure W2,

We now present a description of W@ which is analogous, in dimension 2, to the description
of W given by Theorem 1.1.6.

Theorem 2.2.2.
o0 (©) ~
1) W = / di(wT ) o pilos)) (2.2.27)
0
2) For everyt >0 and I'y € b(F) -

1
WO 1<) = = WDy log™ (|1 X4])] (2.2.28)
T
(Recall that gc == sup{s > 0; X, € C})

3) i) WO(ged)=ew-— (t>0) (2.2.29)

i) Conditionally on gc = t, the law of the process (Xu, u < gc), under W@ is H(()2’t’U),

where :

o U is a r.v. uniformly distributed on C ;

7t7U)

e (Conditionally on U = u, H((]2 1s the law of a 2-dimensional Brownian bridge

(b§2’t’“), 0 < s <t) of length t such that b((JQ’t’u) =0 and ng’t’u) =

2t

o gt ~ (2o
i) W@ = / — e u (24U o pIo8)) (2.2.30)
0

Proof of Theorem 2.2.2.
i) Point 1) is an easy consequence of (2.2.14), (2.2.19) and (2.2.18).

it) We now show (2.2.28)

For this purpose, we use the definition (2.1.10) of W) with ¢ = A ¢ (where o is defined by
(2.2.3), and A > 0). We have :

2 1
Prao(2) = 3 + — log" (2]) (2.2.31)

(see (2.2.15)). Thus, for every t >0 and I'; € b(F) :

W <Ft <2 1 10g+(|XtD>>
AT
(@)

We then let A — oo in (2.2.32) and note that Lsg’ — Lgo) > 0 on the set (gc > t) (and equals
to 0 on go < t). The monotone convergence Theorem implies :

o (O)Wg’)\ ) (Ft e*% Lgc)))

= W® (Ft e*%(LESLLEC))) (2.2.32)

1
— WO (I log™ (|Xi) = W (T 1ge.<)
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This is (2.2.28). Note that we may replace ¢ by a stopping time 7" in (2.2.28). We obtain :
1
WO (Tr Ly, <reco) = — W& (Tr log™ (| X7|) 1700 ) (2.2.33)

with Ty € b(Fy).
Remark 2.2.3.
We deduce from (2.2.32) and (2.2.28) :

2 A
2WOT) = WO Ty exp (- 329 - £07) )

X\
W@ (r,) (/Ooo e—%ldz> (2.2.34)

and
Lw® (log* |X,]) = WO (g < 1) = WAL - 1O =) (2.2.35)
s

Then, operating as in the proof of Theorem 1.1.6, point 3) ) (see (1.1.45) and (1.1.46)), we
obtain :

i) WL — 189 € dl) = 110,00 (D)dl + LW @ (log™ (1X4])) 60 (dl) (2.2.36)
i) Conditionally on LY — LY =1 (I > 0), (X,, u < t) is, under W) a 2-dimensional
Brownian motion indexed by [0, ¢].

Remark 2.2.4. We can obtain (2.2.28) in the same manner as for point 2) of Remark
1.1.9. For this purpose, we need a scale function for the W) process. The function

z— ———— (|z| > 1) is an adequate choice.
T+ L log(le 1=

i11) We now prove point 3 i) of Theorem 2.2.2.
We write (2.2.28) with I', =1 :

1
W (ge <) = — WP (log" |Xy)) (2.2.37)

and we differentiate (2.2.37) with respect to t. Thus :

1 /d
W (go € dt) = = <%V[/(2)(logJr |Xt|)>’dt

1 d 1

= -~ Sw@ (1 1 “log — ) ) -
i < X1l> % <°g\/Z o8 \Xﬂ)) at

. 1 1X12 1
- — w® ! —
(by scaling) ot w ( 5 2t> dt
1

X0 2

since is a standard exponential r.v.

The end of the proof of Theorem 2.2.2 is obtained by using arguments similar to those used
for Theorem 1.1.6. We note, in particular, that conditionally on X,,, (Xg4,4¢ t > 0) and
(Xs, s < go) are independent.

Remark 2.2.5. From (2.2.29), we deduce :

2 ©dt
W@ (—¥oc) :/O T = Ky (2.2.38)

where K denotes the Bessel-Mc Donald function with index 0 (see [L], formula 5.10.25).

85



2.3. Study of the winding process under W,
Formula (2.2.12) :
Xgott = Ry e, (1 >0)
which provides a representation of X after go under W) invites to establish for this process
a theorem similar to the classical theorem of Spitzer, which we recall :
2.3.1 Spitzer’s Theorem.

Theorem. (Spitzer [S])
Let (X;, t > 0) a C valued Brownian motion, starting from z # 0. We have :

X; = | Xy| etoHe (2.3.1)

with :
i) (ay, u > 0) a 1-dimensional Brownian motion independent from the 2-dimensional Bessel
process (| X¢|, t > 0).
¢
ds
i o= [ 2
/ o TP

t
Let (6, t > 0) := (ay,, t >0) = (90+Im/
0

(2.3.2)

dX
XS’ t> 0> be the winding process. Then :
S

20;  (law) _ (law)
logt t?o)or = ClTl(,y) (233)

In (2.3.3), (v, t > 0) is a I-dimensional Brownian motion started from 0 and independent
from (o, u>0). and :

Ti(y) :=inf{s > 0; v, =1} (2.3.4)
i11) Consequently T is a standard Cauchy r.v.

2.3.2. An analogue of Spitzer’s Theorem.

Now, here is the analogue of the above (Spitzer) Theorem for the process (Xg,4¢, t > 0) :
Theorem 2.3.1. Under ]51(2’10g), the winding process (0, t > 0) = (am,, t > 0) satisfies :

4 (law) (3)
1 — T 2.3.
) o2 Bzl (2.3.5)
where Tl(g) = inf{u; p, =1} (2.3.6)
is the first hitting time of level 1 by a 3-dimensional Bessel process (py, u > 0) started at 0.
2 (law)

2) (2.3.7)

O o
log t P oo T
where (ay, u > 0) is a I-dimensional Brownian motion independent from (py, u > 0).

We now recall our notation (see Section 2.2.1)

e (R;, t > 0) is the process defined in (2.2.6)

e (o, u>0) is a 1-dimensional Brownian motion independent from (R, t > 0)

e (log R, t >0) = (pm,, t >0) and (py, u > 0) is a 3-dimensional Bessel process started
at 0.
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Remark 2.3.2.
1. Theorem 2.3.1 differs from Spitzer’s Theorem in that 77 has been replaced by Tl(g).

2. Let, for every z € C, W,(ZQ) be defined by :

WO (F(Xs, s>0)) := WO (F(z+ X,, s>0))

z

Theorem 2.3.1 then implies that, for z # 0, under W,(ZQ) and conditionally on go < a, the
winding process (6;, t > 0) satisfies :

2 0
v
log t oo 1Y

(2.3.9)

for all @ > 0. This easily results from (2.3.7) and from the representation formula (2.2.6).

Proof of Theorem 2.3.1.
i) We use the notation (2.3.8). We admit for a moment that :

Hi— Hr (R converges in law as t — oo, with : (2.3.10)
T ;(R) :=inf{s > 0; Ry > Vt} (2.3.11)
and we show that (2.3.10) implies Theorem 2.3.1. Indeed, from (2.3.10), we have :
A g~ g (2.3.12)
(log 1)2 """t~ (log V/1)2 TR o
But : q ) ()
——— Hpy () = 5 i ='r 2.3.1
(log (1)2 Ta(R) (].Og CL)2 log a(p) 1(p) ( 3 3)
with
Tog(a)(p) == inf{t > 0; p; >log a} (2.3.14)

The first equality in (2.3.13) results from definitions (see (2.3.8)) and the second from the
scaling property. Thus, from (2.3.10), we deduce :

4 (law) ,(3)
H, — T 2.3.15
(log t)? [APERA ( )
and
2 2 (law) 2/ Ht X
log t ' log ¢ OH: log ¢ a1 (by scaling)
(law) T1(3) oy
t—o0
(taw) () (by scaling)
1

which proves Theorem 2.3.1.

i1) It remains to prove (2.3.10).
For this purpose, we start with the following Lemma :
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1
Vi

law, as t — oo, to a 2-dimensional Bessel process starting from 0.

Proof of Lemma 2.3.3.
From (2.2.6) we have :

Lemma 2.3.3. Let (R, t > 0) be defined by (2.2.6). Then : ( Ry, v > 0> converges in

tr 1 1
R, =1 d
¢ +ﬂt+/0 <2RS + Rslog RS> 5

Thus : .
1 1 1 1 vl 1
—= Ry =—4+—+ v+—/ < + >ds 2.3.16
it =Gt \ar T R R (23.16)
~ 1
Denoting by (8,, v > 0) the Brownian motion <% Bty, U > 0) and making the change of
~ 1
variable s = tv, we obtain, with <R1(f) =— Ry, v 2> 0) :
Vit
Ro-L 54 /U }t) T 1 _— | du (2.3.17)
Vi 0 QR& o (log Vt +log Ry, )

Hence, as t — oo, (Nf,t), v > 0) converges in law to the law of the solution of the SDE :

~ o~ Y du
RU - ﬂv + —=
0 2R,
i.e. to (the law of) a 2-dimensional Bessel process started at 0.

iv) We may now end up the proof of (2.3.10).
We have, from (2.3.8) :

TR gy tTaB® gy
firgn == [ g =

1
after making the change of variable v = tv. But, from Lemma 2.3.3, <— Ry, v > 0)

Vi
converges in law to a 2-dimensional Bessel process (R(()Q) (v), v > 0) starting from 0. Thus :
Hy — H ;(R) converges in law, as t — oo, to

TR g
) (2.3.18)
/1 (R$ (u))?

with 71 (R(?) = inf{s > 0; R (s) = 1}.
Remark 2.3.4. (An extension of Theorem 2.3.1.)

Let (B¢, t > 0) denote a 1-dimensional Brownian motion starting at 0, § > 0 and (Rgé),
t > 0) the solution of :

t

(9) 1 J

R =1+ 8 +/ + ds (2.3.19)
! 0 (2]{25) 25) log R@)
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The case we have just studied is that of § = 1. Let :

t
a® ;:/ % (2.3.20)
0 (Rs")?
and 5
09,5 ) = o)

where (o, u > 0) is a 1-dimensional Brownian motion independent from (3, ¢t > 0).
The technique we have just developed allows to obtain :

i) (log RV, t>0)= (pg?;)—l), t>0) (2.3.21)
t
where (p (25+1), u >0) is a (20 + 1)-dimensional Bessel process starting at 0.

. 4 (6) (law) _(2541)
Z) (lOg t)2 Ht tﬂooT

where T(%H) = inf{u >0; (26“) =1}
0§‘” _ 205 (aw)

i) log t log t t—>_o>o T2t
where T1(2 T i independent from the 1-dimensional Brownian motion (ay,, u > 0).

) (2.3.22)

2.4 W@ martingales associated to W2,
Just as in Chapter 1, we associated to any r.v. F' € L'(F., W) the ( Fi, t >0), W) martin-
gale (My(F), t > 0), we now associate to every r.v. F € L' (Foo, W) a ((F, t > 0), W ))
martingale (Mt@) (F), t>0).
2.4.1 Definition of (M”)(F), ¢ > 0).
Theorem 2.4.1. (Definition of ]\4t(2)(15’)7 t>0)
Let F € L! (Q =C(Ry — C, FOO,W(Z)). There exists a ((.E, t > 0), W(Z)) martingale

(which is necessarily continuous) (Mt(2) (F), t > 0), positive if F >0, such that :
1) For everyt >0 and I'y € b(F) -

WO(F.T,) =W (M (F)-T)) (2.4.1)
In particular, for everyt >0 :
WO(F) = w® (M2 (F)) (2.4.2)

and, if F and G belong to L}F(foo,W(Z)) :

w (M (F) . MP (@) = W (F- MP(G)) = W (MP(F) - G) (2.4.3)
2) MP(F) =W, (F)w,) (2.4.4)
3) Mt(z) (F)— 0 w® as. (2.4.5)

In particular, the martingale (Mt(2) (F), t > 0) is not uniformly integrable if F # 0.
4) For every q € T :

MP(F) = 0y(0) M WED(F e A< | 7)) (2.4.6)
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where Mt(Q), ©q and Wéﬁ"’) are defined in Theorem 2.1.1.

The proof of Theorem 2.4.1 is, mutatis mutandis, the proof of Theorem 1.2.1. Here are some
examples of martingales (Mt(Q)(F), t>0).

(e.°]

1
Example 2.1. Let ¢ € Z and F,, = exp <—§ A(q)) We have, from (2.1.10) :

W(Q)(Fq) = 4(0) (2.4.7)
and )
<Mt(2)(Fq) = pq(X1) exp (‘5 qu)) s U2 0) (2.4.8)

In particular, for ¢ = Ago (see (2.2.3) and (2.2.31)) :

A 2 1 A
Mt(Z) (exp 3 A£%°)> = (X + - log™ (|Xt|)> €xp <—§ L§C)> (2.4.9)

Example 2.2. (see [RVY, VIJ).
We write the skew-product representation of the canonical 2-dimensional Brownian motion
(Xt, t > 0) starting at z # 0 as :

Xt = | X¢| - exp(iam,) (2.4.10)

where :
i) (|X¢|, t > 0) is a 2-dimensional Bessel process starting at |z].

ds
) H, = —
) H /O\XSP

iii) (aty, u > 0) is a 1-dimensional Brownian motion, independent from (|X,[, u > 0).
Let (0; := ap,, t > 0) denote the winding process and introduce :

S = supf, = sup ay (2.4.11)
Sgt uSHt

Let ¢ : Ry — R, Borel and integrable. Then :
(M7 (9(5%)). t 2 0) = (wsfxsf o)+ [ el ¢ 0> (2:4.12)
t

2.4.2 A decomposition Theorem of positive W2 supermartingales.

Just as in Theorem 1.2.5, we have obtained a decomposition Theorem for every ((.7-}, t>0),
W) positive supermartingale, we now present a decomposition theorem for every ((.7-}, t>0),
W(Q)) positive supermartingale.

Theorem 2.4.2. Let (Z;, t > 0) denote a positive (2 = C(Ry. — C), (F, t > 0), W(Z))
supermartingale. We denote Zy, 1= tli)r& L, W® a.s. Then :

Zy

1 Zoo = llm wT——F——— exists W@ g.. 2.4.13
: A T Tog (%) (2:4:49)
and 1 WP (z50) < o0 (2.4.14)
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2) (Z, t > 0) decomposes in a unique manner in the form :
Zy = M (200) + WO (Zoo|F) + & (¢ >0) (2.4.15)

where (Mt@)(zoo), t>0) and (W(Q)(Zoo\}"t), t > 0) denote two ((F, t > 0), W(z)) martin-
gales and :

(&, t>0) is a ((F, t>0), W(z)) positive martingale such that :

i) Zoo € LY (Foo, W), hence WP (Zyo|Fy) converges WP a.s. and in L' (Foo, W) towards
Zoo
i) WiZeol7e) & —0 W® gs.
1 +log™ (| Xy]) t—o

iii) Mt(2)(zoo)—|—§tt—>0 W® as.
—0Q

In particular, if F € Ll(foo,W(2)), then :

My(F)

—_— W(Q) .S. 2.4.16
" T log (X)) * 2416)

and the map : F — (Mt(2) (F), t > 0) is injective.

Corollary 2.4.3. (A characterisation of martingales of the form (Mt(2)(F), t>0). A
((.E, t > 0), W(Q)) positive martingale (Zy, t > 0) is equal to (Mt(2)(F), t > 0) for an
F € LN Fuo, W) if and only if :
@ (1 2t
Zo=W® [ lmnmg. — 2t (2.4.17)
t—oo 1 +4logt(|Xy])

Z
Note that lim — =4
t—oo 1+ log™ (| Xy])

Sketches of Proofs of Theorem 2.4.2 and of Corollary 2.4.3.

This proof is essentially the same as those of Theorem 1.2.5 and of Corollary 1.2.6. Two
arguments need to be modified :

i) The role of the r.v. g in the proof of Theorem 1.2.5 is played here by that of the r.v. gc¢.
ii) The relation (1.1.41) : W(I'y 14<¢) = W(I'¢| Xy])

and the limiting result :

exists W) as. from (2.4.13).

(9)
pq(X) exp(—3 4,”) L @
—— AY 2.4.1

1+ X oo P\ T fee (24.18)

which were used in the proof of Lemma 1.2.8 need to be replaced respectively by :
1
w® (rt1(gc§t)) =~ WO, log* |Xt|)> .

(This is relation (2.2.28) of Theorem 2.2.2) and by :

X 1 A(q)
o pq(Xe) exp(—5 A7) exp <_1A((>g)> W@ as. (2.4.19)
L+log™(|Xe])  t=oe 2
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The latter (2.4.19) follows easily from :

T pq(z) ~ log(|z]), from (2.1.6)

|z[—

and from : | X} o W® as.

. . 2,9) . .
since the canonical process under WO(O’Q) is transient.

2.4.3 A decomposition Theorem for the martingales (Mt@) (F), t>0).

A difference with the preceding subsection is that the r.v.’s F' which we now consider belong
to Ll(]:oo,W(Q)) but are not necessarily positive. Here is the analogue, in dimension 2, of
Theorem 1.2.11.

Theorem 2.4.4. F € L'(Foo, W®) and let (MP(F), t > 0) the ((F;, t > 0), W®)
martingale associated to F by Theorem 2.4.1. Let C, (LEC), t > 0) and go be as in Section
2.2.1, i) and Section 2.2.2. Then :

1) i) There exists a previsible process (k:gc)(F), s > 0) which is defined arl® . w® (dw) a.s.,
positive if FF >0, and such that :

w® ( / h |k§0>(F)|dLgC>> =W ([{D(F)]) < WO(F)) < 0 (2.4.20)
0

and for every bounded previsible process (P, s > 0) :

W@, -F) = w® (/ &, klO(F) dLgC>) (2.4.21)
0
= WO (@ ki) (F)) (2.4.22)
Thus :
WO (F|Fy) = k) (F) (2.4.23)
ii) (K (kS (F)), s > 0) = (KO(F), s > 0) (2.4.24)
i) If (hg, s > 0) is a previsible process such that : W) (\hgc |) < 00,
(K (hg,,), 5> 0) = (hs, s >0) dL WO (dw) as. (2.4.25)

2) There exist two continuous quasimartingales (Zgzc), t> 0) and (A§2’C), t > 0) such that,

for everyt >0 :
MP/(F) = sP(F) + APO(F) (2.4.26)

with :
i) For every t >0 and I'y € b(F;) :

WO (T 1< - F) = WO(T, 529 (F)) (2.4.27)
WLy 1ypnr - F) = W (T, AP (1)) (2.4.28)

In particular, from (2.4.27) applied with r, = [t 11 x,<1 and since 1go<t - 11x,<1 = 0, the
process (ZgQ’C)(F),t > 0) vanishes on the set (| Xy <1).
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it) The Doob-Meyer decompositions of ZgQ’C)(F) and A?’C)(F) write :

PR = —MET(F) + /0 KO (F)dLL) (2.4.29)
APOUR) = PP~ [ KOPL (24.30)

where (Mtz(g’c) (F), t > O) and (MtA(Q’C) (F), t > O) are the martingale parts of the corre-
sponding left-hand sides. The first martingale is not uniformly integrable ; the second one is
uniformly integrable. In fact, we have :

MA® (F) = w® < / kﬁc’(F)dLgc’\ft) (2.4.31)
0

with, from (2.4.20), / ECNF)AL©) e LN Fo, WD),
0
i11) The "explicit formula” :

1 Q(2710g) ~
PO (F) = — log (X)) B, o) (Fle,21) (2432

holds, where in (2.4.32) the expectation is taken with respect to N@t, and the argument w; s
frozen. E@1°8) denotes the expectation with respect to the law P21°8)  defined in Theorem

2.2.2. In particular :

° E§2’C) vanishes on {t ; | X;| < 1}, as we already observed,

(2,0)

b)) F

™ t—+() — F WO g (2.4.33)
1+ log™ (| Xy ) t—oo

and, from (2.4.16)

AO(E)

_—
1+ log™ (| Xy ) t—oc

Corollary 2.4.5. Let F € L'(Foo, W®).

One has Mt(Q)(F) =0 for every t > 0 such that |X¢| <1, if and only if :

W@ .. (2.4.34)

KO(F) =0
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Chapter 3. The analogue of the measure W for a class of linear
diffusions.

In Chapters 1 and 2, we have, starting from penalisation results, associated to Wiener measure
in dimensions 1 and 2 a positive and o-finite measure W (resp. : W2 in dimension 2) on the
canonical space (€2, Fo). In this 3'¢ Chapter, we shall prove the existence of a measure which
is analogous to W, in the more general situation of a large class of linear diffusions. This
class is described in Section 3.2. Our approach in this Chapter does not use any penalisation
result. Then, in Section 3.3, we shall particularize these results about linear diffusions to the
situation of Bessel processes with dimension d = 2(1 —a) (0 < d < 2, or 0 < a < 1). Thus,
we shall obtain the existence of the measure W= (0 < o < 1) on (C(R — Ry), F) and
we shall then indicate its relationship with penalisation problems. Section 3.1 is devoted to
a presentation of our hypotheses and notations.

3.1 Main hypotheses and notations.
3.1.1 Our framework is that of Salminen-Vallois-Yor. [SVY], that is :
(Xi, t >0)is a Ry = [0,00[ valued diffusion, with 0 an instantaneously reflecting barrier.
The infinitesimal generator G of (X, t > 0) is given by :

d d

Gf@)=o- -5 fl@) (@20 (3.1.1)

where S is a continuous, strictly increasing function s.t. :
S(0) =0, S(4+o00)=+00 (3.1.2)

and m(dz) is the speed measure of X ; we assume m({0}) = 0.

3.1.2 The semi-group of (X, t > 0) admits p(t,z,y) as density with respect to m :

P$(Xt € dy) = p(t, €, y)m(dy) (3'1'3)

with p continuous in the 3 variables, and p(t,z,y) = p(t,y, ). X denotes the process X,
killed at Ty = inf{t ; X; = 0}. We denote by p its density with respect to m :

Po(X; € dy) = Po(Xy € dy 5 Liem) == Dlt, x, y)m(dy) (3.1.4)

with ﬁ(tv x, y) = p(t7 xz, y)Px(TO > t|Xt = y)

3.1.3 The local time process

We denote by {L} ; ¢t > 0,y > 0} the jointly continuous family of local times of X, which
satisfy the density of occupation formula :

t 00
/ h(Xs)ds = / h(y) LY m(dy) (3.1.5)
0 0
for any h: Ry — Ry, Borel. It is easily deduced from (3.1.5) and (3.1.3) that :
Ey(dy L) = p(t, z, y)dt (3.1.6)

We denote by P! the law, under Py, of (X;, t < 7) with 7, := inf{t > 0; L? > [}. We have
also :
(S(X¢) — Ly, t>0) is a martingale (3.1.7)
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a property which results from (3.1.1) and (3.1.5) (see [DM, RVY] for such a property in the
context of Bessel processes).

3.1.4 The process X, conditioned not to vanish, is a Doob h-transform of X , with h(x) =

S(z). In other terms : if P} is the law of X conditioned not to vanish :

b
S(x)

for any F; € b(F;). In particular, the semi-group of the conditioned process is given by :

Pl(F) = E,[F, S(X)lier] (3.1.8)

p(t, z,y)
S(x) S

Later, it will be interesting to use the following :

Pl(X; € dy) = (y)ym(dy)  (z=0) (3.1.9)

Py (Xy € dy) = fy0(t) S(y) m(dy) (3.1.10)

where fy (t) admits the following description :

t) =lim ——— 3.1.11
fy,O( ) ;% S(.’E) ( )
Fyo(t)dt - P,(Ty € dt) 5 Pl(g, € dt) (3.1.12)
a
with
gy :=sup{t ; Xy =y}
We indicate here that (3.1.12) is a partial expression of the time reversal result :
Py({X1y—t, t <Tp}) = P ({Xu, u < g,}) (3.1.13)
Furthermore :
By ({Xu, u< g }gy = 1) = P} ({Xu, u <t} X; = y) (3.1.14)

where in (3.1.13) and in (3.1.14) we have used the notation P({X,, u < a}) to denote the
law of the process (X,, u < a) under P. All these facts, as well as those presented in the
following Proposition may be found in [SVY], [BS], [PY], ... which all deal with properties of
linear diffusions.

3.1.5 A useful Proposition :

We shall use the following :

Proposition 3.1.1. Let ¢ := sup{s < t, X, = 0}.

1) Under Py, conditionally on g\) the processes (X,, u < ¢V) and (Xg(t)+u, u<t—gW)
are independent.

2) Conditionally on g) = s, (s <'t) the process (X, u < s) is distributed as Hés), the law
of the bridge of X under Py, with length s, ending at x = 0 at time s.

3) The law of the couple (g(t), (Xg(t)+u, u<t— g(t))) under Py may be described as follows :

i) Pyg" eds, Xy €dy)S(y) = p(s,0,0) Lot Py (X € dy)ds (3.1.15)
or equivalently, with the help of (3.1.10) :
i) Po(g"V eds, X; € dy) =p(s,0,0) fyo(t — ) Li<eds m(dy) (3.1.16)

95



and, on the other hand :
i) Po({Xgy4uw u<t—g}|Xi =y, g =)
=P ({Xu, u<t— s} Xy s =) (3.1.17)
These different properties are established in [SVY], [Sal] and [Sa2].

3.2 The o-finite measure W+,

3.2.1 Definition of W* :

Here is the main result of this Section.

Theorem 3.2.1.

1) There exists a unique o-finite measure, which we denote by W*, on (C(]R+ — Ry), -7:00)
such that :

vt >0, VE, € b(F,) :

Eo(F; S(Xy)) = WH(Fy 14<¢) (3.2.1)
with g :=sup{t > 0; X; =0}
o0
2) W+ :/ di(P]' o P)) (3.2.2)
0
3 W [ ap00m o) (3.23)

0
In particular, if we denote W the restriction of W* to Fy, we have :
Wi = /O Al P = /O dtp(t,0,0) I (3.2.4)

Of course, this Theorem 3.2.1. has been guessed from the comparison with the Brownian
situation described in Chapters 1 and 2.

Proof of Theorem 3.2.1.
i) First of all, it is not difficult to show that, starting from equation (3.2.1), where W* is the
unknown, this problem admits at most one solution such that g < oo, W* a.s.

i1) Define
[ee]
W, :/ dl (P] o P]) (3.2.5)
0
We shall now prove that W, satisfies (3.2.3) and (3.2.4). Since, under POT , the process

(X¢, t > 0) remains in Ry \ {0}, it follows immediately, from the definition (3.2.5) of W,
that

o0
W.4= / dl P} (3.2.6)
0
where W, , denotes the restriction of W, to F,.

On the other hand, a classical argument, which hinges on the fact that the random measure
(dLy) is carried by the zeros of X, allows to show easily that :

/ legl:/ dt p(t,0,0) 1" (3.2.7)
0 0
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Indeed, by integrating F' := (Ft = F(Xy, u<t), t> 0) a positive measurable functional,
we obtain on the LHS of (3.2.6)

/ legl(F):/ leO(FTZ):P()(/ dLS~FS>
0 0 0

(by time change [ = Ly)

= P, </OOO AL Py(F,| X, = o)>

:/ Po(dLs) Py(Fy| X, = 0)
0
I ()

0

by (3.1.6), with z =y = 0.
i1) We now prove that W, satisfies (3.2.1), by showing this equality for the test functions :

Fy=®(Xy, u< g")p(g) (X 0 4 u<t —gM) (3.2.8)

From (3.2.3), the RHS of (3.2.1) is equal to (with W, instead of W*) :

RF = W.(Fl,<)
_ /O s (5,0, 0) I (B(Xu, 1w < ))0(s) B (0(Xus u< t—5)  (3:2.9)
On the other hand, the LHS of (3.2.1) is equal to :
LY = Eo[F S(Xy)]
= Eo[®(Xu, u<gD)o(g") (X0 1y u <t —gM) S(Xy)]

= /Ot Py(g") € ds)p(s) Ey [@(Xy, u < )| Xs =0] Eo[(Xgju, u<t—5)
S(X:)|g® = s] (3.2.10)

where we have used a part of the results presented in the Proposition 3.1.1. Comparing (3.2.9)
and (3.2.10), we now see that showing equality RY = L (i.e. the proof of (3.2.1)) has now
been reduced to showing :

Py ((Xo, u <t —5)p(s,0,0) L<pds
= Ry(g" € ds)Ey (V(Xspu; u<t—s)- S(Xy)|g" = 5) (3.2.11)

But (3.2.11) is an easy consequence of point 3 of Proposition 3.1.1.

3.2.2 Some properties of W*.

The end of this subsection 3.2.2 is devoted to the statement of some results related to the
measure W*. These results are presented without proofs since those are close to the ones
found in Chapter 1. These theorems (below) are due to Christophe Profeta ([Pr], thesis in

preparation).

3.2.2.1 The probabilites Px()}))o
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Theorem 3.2.2.
1) Let, for A >0 and x >0 :

o) L+355(X)

t
M e_%Ltzl—l—#/ e~ 2 LagN, (3.2.12)
(x) Jo

1+ 8(x) 24+ A8

where (N := S(Xs) — Ls, s > 0) is the martingale defined by (3.1.7). Then, (Mt()"gg), t>0)
s a ((.E, t>0), ng) positive martingale such that : Mt()"gg) ha 0, a.s.
—00

2) Let us define the probability P(f\go by :

PA |, =M™ Py, (3.2.13)

Then, under ng)‘o)o :

e The canonical process (X, t > 0) is a transient diffusion with infinitesimal generator

Q)
GV f(@) = s (GF(x) + 3 G(SN@)
> 2+ \S(z) 2
2\ df
_ e 2.14
G1w) 4 5 s @ (32.14)
and scale function Sg;) :
2
).
Sy SEBYC (3.2.15)
o Ifa<A:
ER), (e% Lw) < 0 (3.2.16)
and if o > X :
EQ). (e% Lw) =~ (3.2.17)
o The law of Lo is given by :
A Py
PYN (L =— 2! 2.1
oo (Loo € dl) 3 AS() e 2'dl + S(x)do(dl) (3.2.18)
° ng’\o)o admits the following decomposition :
A o PN AS(z)
v - Ly 7w T )
Py % 3T AS() /0 dup(u,z,0)e”2 7 1L, 5o Fy + 3T AS@) (3.2.19)
A RaSV] AS(x)
A al Ty M\ pr
2+/\S($)/(J e 2dl P °P0+2+/\S($)Px (3.2.20)
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3.2.2.2 The measures (W}, =z € Ry).
Theorem 3.2.3.

: 2 3 Lo . pOY)
1) For any A > 0, the o-finite measure i\ +8(z) | -e2 > - Py, does not depend on . We
define :

W= (% - S(x)) e3 Lo . P, (3.2.21)
We have the decompositions :
(e}
W = / dup(u,z,0) 1) o P} + S()P] (3.2.22)
0
(e}
and W' = / dl P70 P} + S(z)P) (3.2.23)
0

In particular, W§ = W*, where W* is defined by (3.2.2) or (3.2.3).
2) o For every (Fi, t > 0) stopping time T and I'r € b(Fr) :

Ey (TrS(X7)lrcss) = Wi(Trlg<reso) (3.2.24)

where g :=sup{s > 0; X, =0}
o The law of g under W is given by :

W (g € dt) = p(t,z,0)dt + S(x)do(dt) (t >0) (3.2.25)
and for every (Fy, t > 0) stopping time T, we have :
W;(1T<oo> Lo — Ly € dl) = P$(T < OO) 1[0700[(l)dl + E, [S(XT)1T<OO](50(CU) (3.2.26)

3) For every previsible and positive process (®g, s > 0), we have :
[o¢]
W(®,) = S(2)®0 + Ea < / @des> (3.2.27)
0

3.2.2.3 Martingales associated with (W3, x € R;).

Theorem 3.2.4.
Let F € LY (Q, Foo, W3). There exists a positive ((F;, t > 0), Py) martingale (M (F), t > 0)
such that :

1) For everyt >0 and I'y € b(F) :

WL(F -Ty) = Ey (M (F)Iy) (3.2.28)

In particular, Wi(F) = E, (Mt*(F))
2) For every A >0 :

M} (F) = <§+S(Xt)> e*%Ltnggo(Fe%Lw\ft) (3.2.29)
= Wi, (F(w;,d"))

3) M} (F) b 0 P, a.s. (3.2.30)
—00
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Examples :

o
e Let h: Ry — Ry such that / h(u)du < co. Then :
0

My (h(Loo)) = h(L)S(Xe) + /L T (3.2.31)

In particular, if h(y) = e 2V (y>0):

M;(em2 by = <§ + S(Xt)> e 2l = ; MM (@ =0)

o0
o Let ® : Ry — R Borel such that / O (u)p(u, z,0)du < co. Then
0

M;(®(9)) = ®(g')S(Xy) + /0 h ®(t + u)p(u, X, 0)dt (3.2.32)

3.2.2.4 A decomposition Theorem of ((.7-",57 t>0), PI) supermartingales.

Theorem 3.2.5.
Let (Z;, t > 0) a positive ((.7-}, t>0), Pg;) supermartingale. We denote

oo := lim Z; P, a.s.
t—o0

Then :

Zy
1) 2o = lim — L
) Zoo = Jim ey

2) (Zi, t > 0) admits the following decomposition :

exists W3, a.s. and W3 (z) < 00

Zt = Mt*(zoo) + Ex (Zoo|ft) + gt (3233)

where (Mt*(zoo), t > 0) and (E$(Zoo\ft),t > 0) denote two positive ((.7-}, t > 0), ch)
martingales and (&, t > 0) is a positive supermartingale such that :
e € Li_(}"oo, P,), hence (EI(ZOO\}}), t> O) s a uniformly integrable martingale converg-
g towards Zo,.

E;B (Zoo‘ft) + gt *
°*— S0 t_>—0>00 W7 a.s.
o M/ (200) + & H—O;o P, a.s.

This decomposition (3.2.33) is unique.
Corollary 3.2.6.
A positive martingale (Z;, t > 0) is equal to (M;(F), t > 0) for some F € LY (F, W3) if
and only if :
Zy
Zo=W: | lim ———— 3.2.34
0= Wa <t3§o 1+ S(Xt)> (3:2.34)

In the present framework of linear diffusions, it is possible to state a decomposition theorem
for the martingales (M;(F), t > 0) (F € L'(Fs, W})) which is similar to the result stated
in Theorem 1.2.11. We leave this task to the interested reader.
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3.2.3 Relation between the measure W* and penalisations.

In a work in preparation [SV], P. Salminen and P. Vallois obtain the following result, which
we Now sumimarize :

Let (7, I > 0) denote the right continuous inverse of the local time process (L¢, t > 0) at
level 0 associated to (X¢, ¢ > 0) :

T = inf{t >0 Ly >l}

This subordinator (77, [ > 0) admits as its Levy measure a mesure v with density, which we
denote here by U (see [KS]) :

B(e—) = exp{—l/ooo(l _ eM)L(x)dx} (A 1> 0)

P. Salminen and P. Vallois then make the following hypothesis : the function F' : [1, co[— [0, 1]

defined by : .
V(1. 2 v(y)dy
e 2l ° sa
’ /1 v(y)dy
is sub-exponential !, i.e. :
lim. ijfl()fﬁ) —9 (3.2.36)

where F(z) := 1 — F(z) 2 > 1 and where * indicates the convolution operation.
One of the main consequences of the subexponentiality of F' is :
F(z +vy)

— — 1 uniformly on compacts (in y)
F(l‘) T—00

Thus, here

M — 1 uniformly on compacts (in y) (3.2.37)
v(Jw,00f) w—oo
Under this subexponentiality hypothesis, P. Salminen and P. Vallois then prove the following
Theorem.
Theorem 3.2.7. (Penalisation by (1(1,<), t > 0)
Let 1 > 0 be fized. Then, for every s >0 and T's € b(Fs) :
Ex(rs ]‘(Lt<l))

Jim =52 = Eal - M) = PO(E) (3.2.38)
x

where (Ms(l), s > 0) is the positive martingale defined by :

S(X,) — L +1

MO .= -1
s S(x)+1 L.<t

!This notion has little to do with the sub-exponential functions, i.e. functions f : Ry — Ry which satisfy :
f(z) < c1e™2 for some constants ci,cz > 0, and which are considered in [RY, IX].
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The key point of the proof of Theorem 3.2.7 is the following
Lemma 3.2.8. ([SV])
Py(Ly <1) ~ (S(z) + 1) v(Jt, ) (3.2.39)

Theorem 3.2.7 now follows easily from Lemma 3.2.8 and from relation (3.2.37).

From this Theorem 3.2.7, we deduce the following relation between the probability Po(,lio
defined by (3.2.38) and the o-finite measure W* defined by (3.2.2) or (3.2.3) :

1yt W' = W¥(Loo < 1) - Py (3.2.39)

(We note that Pégo(Loo < 1) =1). The reader may compare relation (3.2.39) with relation
(1.1.107) of Theorem 1.1.11 and with relation (3.2.21) of Theorem 3.2.3. From (3.2.39), we
also deduce, with the notation of Theorem 3.2.4, that :

Aﬁﬂum<o>=VVWLm<in~(5991%i2l2>1h<l (z=0) (3.2.40)

Finally, we indicate that in further works in progress, C. Profeta (see [Pr]|) studies the pe-
nalisation of a linear diffusion reflected in 0 and 1 (the subexponentiality hypothesis is not
satisfied) with the functional (e**t,t > 0) (o € R). He proves that the penalised process
is still a linear diffusion reflected in 0 and 1 and computes the scale function and the speed
measure of this new process.

3.3 The example of Bessel processes in dimension d (0 < d < 2)

3.3.1 Transcription of our notation in the context of Bessel processes.
Let d =2(1 — ) with 0 < d < 2 (or 0 < a < 1). We now study the particular case of the
process (X, t > 0) described in Section 3.1 with :

12«

m(dz) = - Ljo,00(()dz (3.3.1)

S(x) = z* (x>0) (3.3.2)

Then, the process (X;, t > 0) described in Section 3.1 is a Bessel process with dimension
d —a

d, and index 5~ 1 = —a. We denote by (ng ), x € Ry) the family of its laws. We note

(Q=CRy - Ry), (R, F), t >0, Fuo, pe (z € Ry)) the canonical realisation of the

Bessel process with index (—«). Here, the probability P} defined in 3.1.4 is the law of Bessel

process with dimension 4 —d = 2(1 + «), i.e. : index o. We shall denote this law by P,
The formulae of subsection 3.1 now become :

(R?* — Ly, t > 0) is a martingale (3.3.3)

Pl = pl®) (3.3.4)
t 1 o]

/ h(Ry)ds = - / h(z) LF 212 da (3.3.5)
0 @ Jo
_ _ 90 o

ESNILY) =B NLy) = ——— 3.
o (Ly) =t"Ey (L) T —a) (3.3.6)

1 142
L f(r) = 5 1" (r) + —o— J'(r) (3:3.7)
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The reader may refer to [DMRVY] for these formulae.

3.3.2 The measure W),

In this framework, Theorem 3.2.1 becomes :

Theorem 3.3.1. For every a €]0,1] :

1) There exists a unique positive and o-finite measure W% on (Q=CRy — Ry), Fu)
such that :

WO (F, 1e,) = B Y(F - RP) (3.3.8)

o0
2) W = / (P o pledyar (3.3.9)
0
2a
3)i) WED(gedt)=——"t*la (t>
) i) (g ed) = ;o (t>0)

i) Conditionally on g = t, under W% (R, u < g) is a Bessel bridge with indezx (—a.)
and of length t

_ 0006201750[71 —at +
In this Theorem :

H(()_a’t) denotes the law of a Bessel bridge with index (—«) and of length ¢.

P(g—a,n) denotes the law of a Bessel process with index (—«) starting at 0 and stopped at 7,
with :
n=inf{t>0; LY >1} (3.3.11)

3.3.3 Relations between W () (d=2(1 - «)) and Feynman-Kac penalisations.

Remark 3.3.2. The measure W% which we just described is also related to a penalisation
problem. More precisely, one can prove (see [RVY, I or V]) :
i) Let ¢ be a positive Radon measure on R, with compact support. Then :

2°T(1 + o)t P <exp (—% AE‘”)) — o) (3.3.12)
with - | oo
A9 = / a(Rs)ds = ~ / L¥ 2! 720 (dx) (3.3.13)
0 0

i1) The function gog_a) defined by (3.3.12) is characterised as the unique solution of :
1 1—-2« 1

L0+ 2 ) = L eatn

(in the sense of Schwartz distributions)

fr) ~ (3.3.14)

r—00

i11) For every s > 0 and I's € b(F;) :

(@)

—14
B (p, —SPT3A — pary) (3.3.15)
T ) P

where the probability PT(,;?) satisfies :

Pr, = MO P, (3.3.16)
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with

(—)
M) = vq () exp (‘% Ag‘”) (3.3.17)

and (Ms(_a’q), s>0)isa ((Fs, s>0), P(*O‘)) martingale.

iv) Under P,f,g.f“’” (r > 0), the canonical process (R, t > 0) is a transient diffusion with
infinitesimal generator G(~%9) given by :

1—2a (o)

G fr) = 3 f”(r)+< 3 <r>> 1) (3.3.18)

Remark 3.3.3.
With the notation of Remark 3.3.2, in the particular case where ¢ is the measure gy such that

1 4 N . . .
— 2'72%gg(dr) is Dirac mass in 0 (of course, this is somewhat informal : we need to choose
e

1
a sequence q(()n) such that — x1_2°‘q(()n) (dzx) converges towards dy as n — o0)
«

P (r) =24 127, o(0) =2 (3.3.19)

. R
and  M*%) = <1+ %) em3 Ll (3.3.20)
Now, the analogue of Theorem 1.1.5 is :

Theorem 3.3.4.

Under Péo_a’qo), the canonical process (Ry, t > 0) satisfies :

i) Let g = sup{s >0, Ry =0}. Then :

g < 00 p-aw) a.s. and (3.3.21)
i) Loo(= Lg) admits as density :

Péofo‘vqo) !

1
= (=52 lpel)d (3.3.22)

iii) Conditionally on g, (Rs, s < g) and (Rg4+s, s > 0) are independent.

w) (Rgts, s >0) is a (4 —d) dimensional Bessel process starting at 0 (i.e. admits Pé+a) as
its law).

v) Conditionally on Loo(= Lg) =1, (Rs, s < g) is a d-dimensional Bessel process stopped at
7. Its law is Po(—am)'

Remark 3.3.5.

1) Since, for @ = =, (R, t > 0) under P(-% is a reflected Brownian motion, one has :

N —

W(F(X.], s >0) = W) (F(R,, s > 0)) (3.3.23)

2) In the same spirit, since the modulus of a 2-dimensional Brownian motion is a 2-dimensional
Bessel process, hence has index 0, we conjecture that, in a sense to be made precise :

WO (F(| Xy, s >0)) = lim W) (F(R,, s >0)) (3.3.24)
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Remark 3.3.6.

We have given, in Subsection 1.1.6, a proof of Theorem 1.1.6 (this is precisely Theorem 1.1.10)
which hinges upon the disintegration of Wiener measure restricted to F;, with respect to the
law g(*) (see (1.1.82)). Formula (3.3.11) may be proven in a quite similar way by using the
following :

i) For fixed time ¢, the three following random elements are independent :

1
° (ru = W] R, w0, u < 1> which is a Bessel bridge with dimension d = 2(1 — «)
g

e ¢ :=sup{u <t; R, =0} which is distributed as :

P du) = ———— 0<u<t 3.3.25
R e e CEL R (33.25)
with : by = B(o,1 —a) =T (a)T'(1 — ) = S(ra)
1 N . . .
° (mu = — Rg(t)+u(1ig(t)), u < 1), which is a Bessel meander (with dimension
t —

d).

i1) Imhof’s absolute continuity relationship between the laws of the Bessel meander (m,,, u < 1)
and the Bessel process with dimension 2(1 + «) (i.e. : with index «) is :

a 2°T'(1
ECO(F(my, u<1) = B <F(Ru, u<1) %) (3.3.26)
1
3.4 Another description of W= (and W).
3.4.1 We recall that (see (3.2.4) and (3.3.9) and (3.3.10)) :
o o :
W :/O dl P :/O dt p(t,0,0) 1" (3.4.1)
in the context of general linear diffusions and :
o) _ oo 2ata—1 _
W) :/ di pt=em) :/ a2t e 3.4.2
o=y AR o T—a) ' (342

in the context of Bessel processes with index (—a) (0 < a < 1)

We shall now give a new description of Wé_a) (resp. W) which is the restriction of W)
(resp. W*) to F,. This new description is just the transcript in the Bessel framework of
results found in Pitman-Yor (see [PY]).

3.4.2 We begin by recalling in the framework of Bessel processes some of the results from [PY].

We denote by Q the space of continuous functions from R to R with finite lifetime & :

Q={w; Ry - Ry ; IE(W) < 00 s.t. w(0) =0 = w(f),
and w(u) =0 forevery u > {(w)}
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We denote by (R;, t > 0) the set of coordinates on this space :
Ri(w) =w(t), we

The result of Pitman-Yor which we use (Theorem 1.1 of [PY]) asserts the existence, for every
(9)

6 > 0, of a positive and o-finite measure on (SAZ,}"OO), denoted as Agg and which may be
described in either of the following manners :

First description

S5
6 _ [ 272 s (3-14)
AQ) = /O ot m (3.4.3)

5 0
where H(gz Lt) denotes the law of the Bessel bridge with index 3~ 1, i.e. with dimension
and length ¢.

Second description

m
R R
% %
0 -
Tm Tm+Tm
(§-1m. ) . .
Let m > 0 fixed and let P denote the law of the process obtained by putting two

0
Bessel processes with index (5 — 1) i.e. : with dimension §, back to back starting from 0,

and stopped when they first reach level m. These two processes R and R are assumed to be

6 _
independent. In other terms, PO(2 L) is the law of the process (Y;, ¢ > 0) defined by :
R, if t<1T,
Y,={ Ry 4, if T<t<Tu+Ty, (3.4.4)
0 if t>T,+1T,

where T),, (resp Tp,) is the first hitting time of m by (R, ¢ > 0) (resp. by (Ry, t > 0)).
Then :

)

AD) — / =0 g p(5=1m /) (3.4.5)
0
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The measure A((f()) is called the ”generalized excursion measure” in Pitman-Yor. When § = 3,

A(()?()) is the It6 measure of (positive) Brownian excursions. Formula (3.4.3) is It6’s description
of Tt6’s measure, whereas formula (3.4.5) is Williams’ description of that measure.

3.4.3 Here is now, in the framework of the Bessel processes, the announced transcription :
Theorem 3.4.1 For every « €]0,1] :

W(_a)|]-‘g — Wé_a) — QQA(()?(()I_O‘)) (3.4.6)
In particular :
(cay| a2 / ot gy et 4
W \fg T o tedt I (3.4.7)
W =2 / 201 g, ploasm, /N (3.4.8)
9 0

Thus Formula (3.4.8) provides us with a new description of the measure WE,‘“).

Proof of Theorem 3.4.1 Of course, from (3.4.3), and (3.4.5), it suffices to show (3.4.6).
Note that, from (3.3.8), for I'y € b(F;), one has :

W (T, 1y,) = B0, RP) (3.4.9)

Thus, for every s < ¢ and I's € b(Fy), since (R7* — Ly, t > 0) is a martingale (see (3.3.3)),
we have :

WO (D lyger) = BV (D(RE - B2))
— PU(Ty(Ly - L)) (3.4.10)

We deduce from the monotone class theorem and from (3.4.10) that, for every positive pre-
visible process (®,, u > 0), one has :

W(fa)(q)g) = PO(_a) (/ (I)udL“>
0

o0
— / P (®,|Ry = 0)PS(dL,)
0

e’} —1
_ (—au) () X20UN
/0 II ((I)u)F(l—a) du

from (3.3.6). Hence :

00 a, a—1
(~a) _ (—au) 027U
wile,) = ([Tnpe it s @)

s
o 272 s _(S-1w)
= 2a/ du w2 11,2 P

(with 6 = 2(1 — a))
= 20AT (@) from (3.4.3)
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3.4.4 In the general framework of linear diffusions, formulae (3.4.7) and (3.4.8) become :

* o t
Wgz/O dt p(t,0,0) 1"

(this is formula (3.2.7)) and :
Wi = / ™ ™Nds(m) (3.4.11)
0

The reader may refer to ([PY], 2.2, Corollary 2.1, p. 298) where the probability Pém’/ N g
defined in terms of the law POT (of the process (X;, ¢ > 0) conditioned to remain > 0) just as
Péfa’m’/\) is, in terms of the law Péa). (see (3.4.4) with § = 2(1 + «)).

3.5 Penalisations of a-stable symmetric Lévy process (1 < a < 2)

In this subsection, we summarize some work in progress by K. Yano, Y. Yano and M. Yor
[YYY] which bears upon the penalisation of the a-stable symmetric Lévy process, with 1 <
a < 2. This summary is not exhaustive ; rather, it is an invitation to read [YYY].

3.5.1 Notation and classical results. (see, e.g., [Be], [C], [SY])

3.5.1.1 (Q, (Xt, Fi)t>0, Foo, Pr, x € R) denote the canonical realisation of the a-stable sym-
metric Lévy process, with 1 < a < 2. The notations are the same as in 1.0.1, with the
difference that {2 now denotes the space of cadlag functions from R, to R. « being fixed once
and for all, the dependency in « will be mostly omitted in our notation. This Lévy process
(X, t > 0) is characterised via :

Eo(e?)y =exp (—t|]\*)  (t>0, AeR) (3.5.1)

The case a = 2 corresponds to (X, t > 0) = (Bg, t > 0) where (B, t > 0) is a standard
1-dimensional Brownian motion.

3.5.1.2 py(x) denotes the density (with respect to Lebesgue measure on R) of the law of the
r.v. Xy and uy (A > 0) the resolvent kernel :

Pp(Xy € dy) = pi(z — y)dy (3.5.2)

p(0) = =1 (1) (> 0) (3.5.3)

QT [0
u(a:)'—/ooe)‘t (m)dt—l/wwd (3.5.4)
M) = | Pt ) e W 5.
1 1 1\ .1
=—B(l-=,=) X! 5.
ux(0) = — ( a,a> (3.5.5)
Let, for any a € R, T,, ;== inf{t > 0; X; = a}. Then :
BT = @) 3.5.6
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3.5.1.3 We denote by (L¥, t > 0, x € R) the jointly continuous process of local times of
(X, t >0), (L, t > 0) stands for (LY, ¢ > 0), the local time process at 0, and (73, [ > 0) its
right continuous inverse. We have :

Eo(e™™) = exp <—ml(0)> (3.5.7)

1

so that, from (3.5.5), (77, [ > 0) is a stable subordinator with index 1 — —- On the other
o'

hand :

Ey ( /O h e_)‘tst> = /0 OOEO(e_’\”)dl:uA(O) (3.5.8)

1 1 1
d Eyg(dLy) = dt=—T(— )t adt 5.
an e ) (35.9)
More generally : E;(dLy) = Eo(di Ly) = pe(x)dt (3.5.10)

3.5.1.4 We denote by h the function defined by :

hz) : !

= x|t r€R 3.5.11
reos (-5 T ER) (@5.10)

This function is harmonic for the process (X;, ¢ > 0) killed when it reaches 0, i.e. : for every
reR,andt>0:
Ey[h(X)1lny>t] = () (3.5.12)

Moreover, there exists a constant ¢ > 0 such that, for every z € R :
(N? := h(Xy) — h(z) — cL}, t > 0) (3.5.13)

is a square integrable P,-martingale (this formula may be compared with (3.1.7)).

3.5.1.5 Since 0 is a regular and recurrent point for (X, ¢t > 0), [td’s excursion theory may be
applied. We denote by Q the excursions space, where (Y, t > 0) is the process of coordinates,
¢ the lifetime of the generic excursions and n Itd’s excursion measure. The master formula
from excursion theory implies :

Ey [/Ooo e_)‘tf(Xt)dt} = F, </OOO e—“ldl) : /Oo e Mn(f(Yz))dt (3.5.14)

0

for any f: R — Ry Borel, such that f(0) = 0. In particular :

n(s > 1) = i fjl) e pat (3.5.15)

There exists a function p(t, z) which is positive and jointly measurable such that :

n(Y; edzr) = p(t,x)dx (3.5.16)
and P.(Ty € dt) = p(t,x)dt (3.5.17)

3.5.2 Definition of the o-finite measure P 2

2We take up the notation from [YYY].
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The measure P is defined on (9, F,) by :

P .= / Po(dL,)Q™ o P] (3.5.18)
0
L (XY (7 guwto® o pl
= —TI(- duu Q" o Py (3.5.19)
T (6% 0

(from (3.5.3)). We now explain the notations in (3.5.18) :
e QW denotes the law of the a-stable symmetric bridge with length w :

QW(T,) = PBy(Tu| X, =0) (T, € F) (3.5.20)

e We denote by (P2, = # 0) the law of the process (X;, ¢ > 0) starting from x and killed
in T() :
P)(Ty) = Ex(Ty1n>) T € b(F)

and by P the law obtained from that of P? by Doob’s h-transform (recall that h is
defined by (3.5.11) and that it is harmonic for the process (X, t > 0) killed in Tp) :

T h(Xt) PO

Letting = tend to 0 in (3.5.21), we obtain :
- h(Xy)
Pl _ = lim - P\ 5, = h(X)n g, (3.5.22)

017 = 25 hiz)

e Another manner to define POT consists in first defining the law M ®) of the stable meander
(with duration t) :

MO(Ty) :=n(Ty)¢ > t) = (T: € b(F)) (3.5.23)

n(é > t)
then to show that :
M® — pl (3.5.24)
t—o0
with the preceding convergence taking place along (Fj), i.e. : for every s > 0 and
s € b(F;) -
MO(T,) — PJ(Ty) (3.5.25)
— 00

e The measure P defined by (3.5.18) plays for the symmetric a-stable Lévy process the
same role as the measure W for standard Brownian motion. Indeed, for o = 2, (3.5.18)

becomes .

p-_1_ /OOd—uQ(u)OPT— w
2Ty Vau V2

1
where W is defined by (1.1.43). The multiplication factor 7 arises from the fact that,

for a = 2, the 2-stable symmetric Lévy process (X¢, ¢ > 0) is the process (Bat, t > 0)
and not (B, t > 0) (see (3.5.1)).
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3.5.3 The martingales (M;(F), t > 0) associated with P

3.5.3.1 In the same manner that we have associated to the o-finite measures W, W2
and W* introduced in Section 1.2, and in (3.2.2) and (3.2.3), a family of martingales, we
associate here to every r.v. F € L1 (Q, Foo, P) the ((Ft)i>0, Po) martingale (M(F), ¢t > 0)
characterized by : for any ¢t > 0 and I'; € b(F}) :

Ep[F -Ty] = Eg(My(F) - T) (3.5.26)

In particular, for every t > 0 :
Eo[My(F)] = Ep(F) (3.5.27)

[ee]
3.5.3.2 Example 1. Let f: R, — R, Borel such that / fly)dy < oco. Then :
0

Mi(F(L)) = XD + [ f@)de (12 0) (35.29)

where, in (3.5.28), the function h is defined by (3.5.11). It is not difficult to see, thanks to
(3.5.13), that (M;(f(Les)), t > 0) defined by (3.5.28) is indeed a martingale. We shall also
denote the analogy between (3.5.28) with formula (3.2.31) obtained in the framework of linear
diffusions :

M (f(Loo)) = f(Li)S(Xt) / fly (3.5.29)

Thus, we shift from (3.5.29) to (3.5.28) by replacing simply the scale function S by the function
h (these two functions are such that, in both cases, (S(Xt)1t<TO, t > O) and (h(Xt)lKTO)
are martingales).

3.5.3.3 Example 2. (Feynman-Kac martingales)
Let ¢ denote a Radon measure on R such that :

0< / (1+ h(z)) q(dz) < co with h defined by (3.5.11) (3.5.30)
R

Let
AW = / Leq(dx) (3.5.31)
R

and AW := lim qu). Then
t—00

My (exp(—AD)) = p4(Xy) - exp(—A{?) (3.5.32)

with @
BT Ea: (exp _Atq )
walw) = lim = e

We note that : Ep(exp(—Ag%))) = q(0).
Other descriptions of the function ¢, are found in [YYY]. The reader will have noticed the

(z € R) (3.5.33)

complete analogy between the definition of M;(exp —Ag%)) given by (3.5.32) and that, in the
Brownian case, of M;(exp —A(()%)) which is given by (1.2.19) :

M, (exp —% Ag‘?) = pq(X¢) exp (—% A,@)
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3.5.4 Relations between P and penalisations
The following penalisation theorems, which we now present, are found in [YYY] :
(e e}

Theorem 3.5.1 Let f: R, — R, Borel such that / fly)dy < co. Then :
0
1) For every s >0, I's € b(Fs) :

i Eo[Tsf(Ly)]
t—oo  m(§ >t)

= Eo[Ls My(f(Loo))] (3.5.34)

where (Mt(f(Loo), t> 0) is the positive martingale defined by (3.5.28).
2) Let P({(L) the probability induced on (2, Foo) by :

(e}
My(f (L))
f(L) t 00
=% B 3.5.35
0,00 | Fi M, (f(Loo)) 0|7 ( )
Then, the absolute continuity formula :
f(Loo) - P = Ep(f(Lo)) - LY holds (3.5.36)

(Note that : Ep (f(Loo)) :/ F(y)dy = Eo(Mt(f(Loo)).)

0
Clearly, this formula (3.5.36) is formally identical to formula (1.1.107) obtained in the Brow-
nian set-up (with h™ = h~ = f).

Theorem 3.5.2 Let q denote a Radon measure on R such that 0 < / (1 + h(a:))q(da:) < o0
R

(with h defined by (3.5.11)) and let qu) = / Lyq(dz). Then :
R
1) For every s > 0 and I's € b(Fs) :

lim Ey (FS exp ( — qu)))

P ) = Eo [Ty M, (exp(—AY))] (3.5.37)

where (Mt(exp(—Ag%))), t> O) is the positive martingale defined by (3.5.32).
2) Let Pé?o)o denote the probability induced on (2, Foo) by :

Mt(exp(—Ag%)))

(@)
Py = Py (3.5.38)
0,00 |72 My ( exp —(Aé%))) |
Then, the absolute continuity formula :
exp(—AYD) . P = Ep(exp(—Ag%))) : PO(?O)O holds (3.5.39)

Of course, this formula is formally identical to formula (1.1.16) obtained in the Brownian
framework (one should note that Ep(exp —Ag%)) = 4(0) = Ey (Mt(exp(—Ag%))) where ¢, is
defined by (3.5.33).
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Throughout the preceding discussion, a particular role was played by the point x = 0. How-
ever, since the a-stable symmetric Lévy process is invariant by translation, we may define,
for every z € R the o-finite measure P, by the formula :

Ep,[F(X;, t > 0)] = Ep[F(z+ Xy, t > 0)]

for every positive measurable functional ; thus, the knowledge of P induces that of P, for
any x # 0.

The reader will have noticed the quasi complete analogy between, on one hand, the results
of [YYY] which we just described in the set-up of the a-stable symmetric Lévy process with
1 < a <2 and the results of Chapter 1 of this monograph, in the Brownian set-up. We refer
the interested reader to [YYY] where the proofs of the results announced above are found, as
well as many other informations.
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Chapter 4. An analogue of W for discrete Markov chains.
4.0 Introduction.

In this chapter, we construct for Markov chains some o-finite measures which enjoy similar
properties as the measure W studied in Chapter 1. Very informally, these o-finite measures
are obtained by ”conditioning a recurrent Markov process to be transient”.

Our construction applies to discrete versions of one and two-dimensional Brownian motion,
i.e. simple random walk on Z and Z?, but it can also be applied to a much larger class of
Markov chains.

Unfortunately, we are not able at this point to generalize our construction to continuous
Markov processes, although this generalization seems to be possible.

This chapter is divided into three sections; in Section 4.1, we give the construction of the
o-finite measures mentioned above ; in Section 4.2, we study the main properties of these
measures, and in Section 4.3, we study some examples in more details.

4.1 Construction of the o-finite measures (Q,,z € E)

4.1.1 Notation and hypothesis.

Let E be a countable set, (X,,)n>0 the canonical process on EN, (F,),>0 its natural filtration,
and F the o-field generated by (Xp,)n>0.

Let us denote by (P.).cr the family of probability measures on (EN, (F,,),>0,F) associated
to a Markov chain (E, below denotes the expectation with respect to P,) ; more precisely,
we suppose there exist probability transitions (py .)y .cE such that :

Pp(Xo =20, X1 = 21,..., X} = 7)) = loo=aPao,21Por o Py 1,2, (4.1.1)

for all £ > 0, xg, 21, ...,x1 € E.

We assume three more hypotheses :

e For all z € E, the set of y € E such that p,, > 0 is finite (i.e. the graph associated to
the Markov chain is locally finite).

e For all x,y € E, there exists n € N such that P,(X,, = y) > 0 (i.e. the graph of the
Markov chain is connected).

e For all z € F, the canonical process is recurrent under the probability P,.

4.1.2 A family of new measures.

From the family of probabilities (P,),c g, we will construct families of o-finite measures which
should be informally considered to be the law of (X,,)n>0 under P, after conditionning this
process to be transient.

More precisely, let us fix a point ¢ € F and let us suppose there exists a function ¢ : £ — R
such that :

e ¢(x) >0 for all z € E, and ¢(z() = 0.

e ¢ is harmonic with respect to P, except at the point xg, i.e. :
for all = # =, Zpr,y(b(y) = Ex[¢(X1)] = (b(J:)
ye
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e ¢ is unbounded.

As we will see in Section 4.2 (Corollary 4.2.9), if ¢ satisfies the two first conditions, the third
one is equivalent to the following (a priori weaker):

e ¢ is not identically zero.

In Section 4.3 (Proposition 4.3.1), we give some sufficient conditions for the existence of ¢.
We also study some examples. Generally, ¢ is not unique, but it will be fixed in this section.
For any r €]0, 1], let us define:

Ur() = 7B [6(X1)] + 6(a). (41.2)

From this definition, the following properties hold :
e For all x # xo, ¥r(z) = Eg[th, (X1)]. (4.1.3)
o Uy (w0) = rEaglifr (X1)] (4.14)

Now, for y € E and k > —1, let us denote by L% the local time of X at point y and time k,
ie. :

k
L= 1x,- (4.1.5)
m=0

(in particular, LY | = 0 and L§ = 1x,~,). The properties of ¢, imply the following result :

Proposition 4.1.1 For all z € E, (1/1r(Xn)rLflo—1,n > 0) is a martingale under P,.
Proof of Proposition 4.1.1 For every n > 0, by Markov property :

Ea [Ue () 1B = r Bl (X))
T ]_ x
= pln’ Ur(X5) <1Xn7fxo + ;1Xn170> - TLHO_IQ/)T(XH)- (4.1.6)

(from (4.1.3) and (4.1.4)).
Corollary 4.1.2
There exists a finite measure ug) on (EN, Fy) such that :

r 0
nl \)}'n = Yr(Xn)rtn=1 Py, (4.1.7)

At this point, we remark that, for all 0, 0 < o < 1/7r:

e . (x) <sup (Ul(ff:), 1) Wor(z) for all x € E.

e Consequently, for n > 1 :

/ig)(ULio_l) = Px[lbr(Xn)(ra)Lflo—l] (from (4.1.7))
< sup <%, 1) P;cWafr(Xn)(?"U)Ligl]
< sup <% 1) ©en (1) = ¢ (4.1.8)

where C' < 0o does not depend on n.
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Therefore, u;(,f) (oLig) < 00, with
[ee]
L= 1x,— = Jim L3,

m=0

(r)

In particular, L% < oo, gz ’-a.s. It is now possible to define a measure QQ), by : QQ) =
0
(%)L‘X’ .;é”; this measure is o-finite since the sets {LZ < m} increase to {L% < oo} ;

moreover L2 = oo is Q;T)—negligible, and

oug<m = () <o (1.19)

4.1.3 Definition of the measures (Q, = € E).
Here is a remarkable result, which explains the interest of this construction :

Theorem 4.1.3 The two following properties hold :
i) For allz € E, an) does not depend on r €]0,1].

it) Let Q. denote the measure equal to QQ) for all r €]0,1[, and F,, > 0 a F,-measurable
functional. If q is a function from E to [0,1], such that {q < 1} is a finite set, then :

Fp [ a(Xe)| = Eo | Futhg(X H a(X) ] (4.1.10)
k=0
(e}
where fory € E, ¥q(y) == Q, [H q(Xk)] . (4.1.11)
k=0
Remark 4.1.4 If we denote by ,u(Q) the measure defined by :
(e}
) =TT a(X) Qo (4.1.12)
k=0
we obtain :
il = H 9(X3) Py, (4.1.13)

These relations are similar to relations between W and Feynman-Kac penalisations of Wiener
measure W (see Chap. 1, Th. 1.1.2, formulae (1.1.7), (1.1.8), (1.1.16)).
Moreover, 1), satisfies the ”Sturm-Liouville equation”

Vq(x) = q(@)Eq [1g(X1)] (4.1.14)

The analogy between this situation and the Brownian case described in Chapter 1 can be
represented by the following correspondance :
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Markov chain Brownian motion
]P)xo WO
P, W
N 0,

Xt
M =y (X T a(Xe) | M2 = —iz((x)) exp (-347)
VYg(r) = q(2)Ez(¥g(X1)) g ‘Pq( )
chq) P M,gq) Py |Fn xqoo |7 = M W T |7
Qx WCU
D= (Rpa(X0) Q| Wik = s exp (—340) W,

Proof of Theorem 4.1.3 To begin with, let us prove the point i) (with QQ) instead of
Q,) for a function ¢ such that q(xzo) < 1. Under the hypotheses of Theorem 4.1.3, for all

n >0, F, Hk, 0 q(Xk)( ) N-1 tends to Fo T a(Xe) (2 )L°g as N — oo and is dominated

zo
by (q(xo) V 1) ", which is ué )—mtegrable because q(‘vo) V1 <
By dominated convergence, if for y € E, k > 0, we deﬁne :

) =By [wr (X) H q(X ] (4.1.15)
m=0
forallz € E :
n—1 N-1
Ea: Fn ¢Z7N_n(Xn) H Q(Xk)] = Ea: Fn Q/)T(XN) H Q(Xk)]
k= k=
N-1 ’ 1 LY ’
= u{) | Fo T a(Xx) (;) ]
k=0
Lo 00
N ) Hq X) (;) ] =Q\ |F, HQ(Xk)] - (4.1.16)
k=0
In particular, if we take n = 0 and Fy=1:
v y)  — O [H (Xk:)] (4.1.17)
k=0
for all y € E.
Moreover :
() < By [(a(@o) Ny (X )]
1
= s <Q(;0) < 1 ECTO)) ’1> K, [(Q($O))LN nt % wo)(XN n)
_ r 1 — q(xo)
—sup (2 (120 1) v ) (11.18)
where

= Py(a0)(x) < 0. (4.1.19)



By dominated convergence :

n—1 n—1
Eo | Faug™ ™" (X0) [ ] q(Xw] o B [Eo0 (G T q(X@] ! (4.1.20)
k=0 k=0
where 47 (y) = @} [TT72 4(X3).
The two previous limits are equal; therefore :
o'} n—1
k=0 k=0

as written in point i) of Theorem 4.1.3 (with Qg) instead of Q).
Now we can prove point 7), by taking for any s €]0, 1], ¢(v) = Lz + 51a—aq-
¢T(Xn) . (s)

In this case, let us observe that ——= is p, ’-a.s. well-defined for all n > 0; therefore,

N Vs(Xy)
,ugs) |:¢r( n)} is well-defined and :

Vs(Xy)
pls [¢r(§:§] = [ 1y, (X, )] _e [<;>Lffl}

[(8 ] QU552 = 1) (). (4.122)
,
Moreover, for all A >0 :
:uy |:ws(Xn) y Q/)s(Xn) s (Xn)>A A ( )
where :
¢ (s) w?“ Lzo_
K4 <sup 1/} My [¥s(Xy) < Al < Asup 1/}_ Ey[s n1] — 0, (4.1.24)
since (Xp)n>0 is recurrent under P,. Hence :
.. . Q/Jr(%‘) (s)
hnrri}gf <w51nf>Aws( ) g [Ws(Xn) > A

<t [ < e [ 33]
<timsup [ sup 2} O (x,) > Al (4.1.25)
 n—oo \g(a) >Aws($) Y B

V() and ()

Now, since ¢ (and hence, 1)5) is unbounded, inf sup

tend to 1 when
s(2)>A)s(T) s (z) >Aws(x)

A goes to infinity and :
(X)) 2 Al — 1) (1) = w4 (y). (4.1.26)

Hence, ués) [%] Bl ¥s(y), which implies that wgr) (y) = ¥s(y).
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By (4.1.21) :

Q;(BT) [FnsLig] =E, [FnsLigl'(pgr) (Xn):| =E, [FnSLigl¢s(Xn)]
= 1l (F) = QP [Fs™), (4.1.27)

By monotone class theorem, if F' is F-measurable and positive :
QU(F.s") = Q) (F.s"%) (4.1.28)
for all r,s €]0,1[. Now, for all r,s,¢ < 1:
QI (F) = QW (F5) = QW) (F.th). (4.1.29)

Recall that L% < oo, QQ) and Q;(,f)—a.s. Therefore, by monotone convergence, QQ)(F ) =

;s)(F) ; point ¢) of Theorem 4.1.3 is proven, and Q is well-defined. By (4.1.21), point %)
is proven if g(xg) < 1. It is easy to extend this formula to the case ¢(xg) = 1, again by
monotone convergence ; the proof of Theorem 4.1.3 is now complete. |

Remark 4.1.5 The family (Q;)zcr of o-finite measures depends on zy and ¢, which were
assumed to be fixed in this section. In the sequel of the chapter, these parameters may vary;
if some confusion is possible, we will write (@S?””O))xe p instead of (Q)zck-

4.2 Some more properties of (Q,,z € F).

4.2.1 Martingales associated with (Qg,x € E).
At the beginning of this section, we extend the second point of Theorem 4.1.3 to more general

o
functionals than functionals of the form Fi, H q(Xk). More precisely, the following result

k=0
holds :

Theorem 4.2.1
Let F be a positive F-measurable functional. For n > 0, yo,y1,...,Yyn € E, let us define the
quantity :

¢(F, Yo, Y1, ,yn) = Qyn [F(yo,yl, ey Yn = X(),Xl,XQ, )] . (421)

Then, for every (Fn)n>0-stopping time T', one has :

Qx(F~1T<oo) = Ex [¢(F7 X07 Xla 23 XT)1T<OO] . (4'2'2)

Proof of Theorem 4.2.1: To begin with, let us suppose that T' = n for n > 0, and
F =L fo(Xo) f1(X1).. fn(Xn) for N>n, 0< f;<1,0<r <1
One has :

Q. (F) = p" [fo(Xo)...fn (Xn)]
= B, [fo(Xo)-o-fiv (Xn)r" V145, (X)) (4.2.3)

= By [fo(Xo0)--fut (X1 K (X)]
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where :
K(y) =By [ falXo) S (Xn)r V19 (X 0)
= 1) [fn(Xo0)o fN (Xn—n)] (4.2.4)
= Q | FulXo) Sy (Xn—n)r"™

Hence, for all yg, ..., y, :

Fo90) -1 (Y1 )r=i=0 L= K (y,,)
= Qy, [fo(yo)-"fn—l(yn—l)fn(XO)'--fN(XN—n)Tzz;é Ly 123 (4.2.5)
= Qyn [F(y()v ey Yn = XOaXla )] = Q/J(F, Yo, Y1, >yn)

Therefore :

which proves Theorem 4.2.1 for these particular functions F' and for 7' = n.

By monotone class theorem, we can extend (4.2.6) to the functionals F' = rlsd G, where G is
any positive functional, and by monotone convergence (r increasing to 1), Theorem 4.2.1 is
proven for all F'.

Now, let us suppose that T is a stopping time.

For n > 0, Y (Flr—pn, X0, X1, ..., Xn) = Lr—n¥(F, Xo, ..., X;,), because {T' = n} depends only
on Xy, X1, ..., X,;; hence,

Qu(Flr—y) = E; [17=n¥(F, Xo, ..., Xn)] . (4.2.7)
Summing from n = 0 to infinity, we obtain the general case of Theorem 4.2.1. |

Corollary 4.2.2 For any functional F € LY(Qy), ((F, Xo, X1, ..., Xn))p>o 8 a Fn-martingale
(with expectation Qg (F)).
The correspondance with the Brownian case is the following :

Markov chain Brownian motion
Fe Ll (Q7) FeLl(W,, Fu)
(0(F Xov- X), 1.2 0) (L), £20) a (7, £ 2 0,1W,)
a (Fn, n > 0,P;) martingale such that martingale such that
(%) QuInF| =Py[Ln(F, Xo, ..., X0n)] (T € Fp) | WL F] = W[ M(F)] (I't € F)
Qw(F) - ]P)a:[l/)(Fa Xo, aXn)] W:B(F) - Wac(Mt(F))

Here, (x) is a consequence of (4.2.2) with T' = n.1,, + (4+00).14¢.

Now, we are able to describe the properties of canonical process under Q...

4.2.2. Properties of the canonical process under (Q,,x € E).

We have already proven that LZ9 is almost surely finite under Q.. In fact, the following
proposition gives a more general result :

Proposition 4.2.3 Under Q,, the canonical process is a.s. transient, i.e LY < oo for all
Yo € L.
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Proof of Proposition 4.2.3: Let yg be in E, and r be in |0, 1[. If, for k£ > 1, T}gyo) denotes
the k-th hitting time of yg for the canonical process X, then for all n > 0 :

:U:(BT) [Lilzo—l >k = #(T) [Tk(;yO) <n]=E,; [1T£y°)<n it wr(Xn)]

xT

=K,

L0
(y0) _
L7 T 1%(1/0)] (4.2.8)
k

by strong Markov property (applied at time 7'/,5,%)/\71)7 and by the fact that E,, [T‘Lfr?—lwr (Xm)] =
¥r(yo) for all m > 0.

Hence : v
(MY > < E LT(yoL1 ) 4
pg Ly > K] < he(yo)By |17 7k ; (4.2.9)
and by monotone convergence :
L0
#;T)[ng > k‘] < %(Z/o)Egg r {¥o 1] kjoo 0 (4,2,10)
(since L™ | — 00, Pg-a.s.); this implies Proposition 4.2.3. |

7_}590) k—oo

Now, we have the following decomposition result which gives a precise description of the
canonical process under Q, (y € E) :

Proposition 4.2.4 For all y,yo € E, one has :

(vo) -
Q, = Q! 4 Z Py 0Qyy, (4.2.11)
k>1
where QL‘W} = Lyp>0,X, 2y Qy 18 the restriction of Qy to trajectories which do not hit yo,

Qyo = Lyn>1,X,#yQyo s the restriction of Qy, to trajectories which do not return to yo, and
(o)

]P’;’C © @yo denotes the concatenation of P, stopped at time T}Eyo

P, ® Qy, by the functional ® from EN x EN such that :

) and @yo, i.e. the image of

D((205 215 ees Zny o)y (20 215 ooy 2y o)) = (204 215 ey legyO),zi, ey 20 (4.2.12)

This formula (4.2.12) can be compared to (3.2.20) or (1.1.40).
(o)

Proof of Proposition 4.2.4 : We apply Theorem 4.2.1 to the stopping time 7" = 7,7,
and to the functional :

F=GHX 0, X w,, ...)1Vu21,xféy0)+u¢yo, (4.2.13)

Tk

where GG, H are positive functionals such that G € FT(yO).
k
For k > 1, we obtain :

Qy [GH(XTIEyo) X w0 ---)1ng:k]

:Ey |:1 (o) G(X07'°'7X (yo)):| @yo[H]7 (4214)
T, <00 T
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which implies :
Q [CHX 000, X 000 )10 = By[G) Qo [H) (4.2.15)

because T,Eyo) < 00, Py-a.s. (the canonical process is recurrent under P,). Moreover :

Qy[H1yo_] = @Lyo](H) (4.2.16)

by definition. Now, L% < oo, Q4-a.s. by Proposition 4.2.3, so there exists k > 0 such that
L% =k : the equalities (4.2.15) and (4.2.16) imply the Proposition 4.2.4 by monotone class
theorem. m

4.2.3 Dependence of Q. on xy.
The next Theorem shows that in the construction of the family (Q;)zck, the choice of the
point zg in F is in fact not so important. More precisely, the following result holds :

Theorem 4.2.5. For all yo € E, let us define the function ¢vo! by :

plvol(y) = Q[yy‘)](l) (4.2.17)

Then the following holds :
i) #lwol is equal to ¢ and for all yo € E, ¢! — ¢ is a bounded function.
it) For all yo € E :

o o0l s finite and harmonic outside of yo, i.e. for all y # yo -

E, [62)(X1)] = ¢l(y).

o plol(yy) =0.
o Qo (1) = Byl (X1)).
[vol

i) By point ), yo and the function ¢! can be used to construct a family (Q;(f " ’yo))er
of o-finite measures by the method given in Section 4.1. Moreover, this family is equal to the
family (Q, = ;“”IO))M constructed with ¢ and xg.
iv) For all yo,y € E, the image of the measure Q, by the total local time at yo is given by the
following expressions :

i @y[ng =0] = @b[yd (y)-
o For allk > 1, Q)L = k] = Ey [p*](X1))].
Proof of Theorem 4.2.5. Let yg and y be in E. For all r €]0,1[, n > 1:

w2 1) = uD " <n) =B, [r5001 60 0 (X))

Qo
(yo
™

=E, |r

)’
1,1T1(y0><n] ¥r (o) (4.2.19)

from (4.1.7) and the martingale property. Hence :

pDILY > 1] = 4, (y0) Ey

L™ %0
o 1] . (4.2.20)
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If yo = xg, this implies :

LS > 1] = (o) (4.2.21)
Therefore :
Plelly) = Q1L = 0] = p (L5 = 0)
= 1 (1) = (20) = r(y) — o(w0) = 6(y) (4.2.22)
as written in Theorem 4.2.5. If yg # x¢, let us define the quantities :
ity =Pyl < 7], (4.2.23)
and
gy = Py [r{® > 73°). (4.2.24)
We have :
P, [le?yo)l = o] = p{ro) (4.2.25)
and, for k£ > 1, by strong Markov property :
P, [Lffym_l = ’f] = (1= p{ad)(gse))F 1 (1 — i) (4.2.26)
Summing all these equalities, one obtains :
L0 (z0) (z0)
1— 1—
E, [T ffyo)ll = ple) 4 r( py’yO)((m) Gy ) (4.2.27)
1 —ragy,
and from (4.2.21) and (4.2.27) :
r r
WP 2 1] = | B o] + o(m)|
(z0) (z0)
1-— 1-—
x| o) 4 1 py’yO)((xO) Qo) | (4.2.28)
1 —ragy,
(from (4.2.20) and (4.1.2)). Moreover :
, r
Hg(/ )(1) = wr(y) = mExo [(b(Xl)] + ¢(y) (4'2'29)

By hypothesis, there exists n > 0 such that Py, (X,, = yo) > 0; it is easy to check that it
implies : qéﬁo) <1
Hence, by considering the difference between (4.2.28) and (4.2.29) and taking » — 1, one

obtains :
(wo)

() = (X0, 2 + 60) — olan)} (42:30)

Therefore : e ¥
o(y) — Bluo) < $l(y) < % +16(9) — $(s0)] (12.31)

- Yyo

123



which implies point i) of the Theorem, and in particular the finiteness of $ll. By applying
Theorem 4.2.1 to T'=1 and F' = 1,4 _, one can easily check that #l%l is harmonic every-
where except at point yg (where it is equal to zero).

By taking 7'=1 and F' = 1;w_,, one obtains the formula : Qo (1) = By [¢1] (X1)]. Hence,
we obtain point i) of the Theorem and the point ) by formula (4.2.11). Now, by taking

the notation : ,u( o TLZQ.Qy, one has (for all positive and F,,-measurable functional F},),
LY .

by applying Theorem 4.2.1 to T =n and F = F,,r
Y0 Yo
H () = QB 1) = By [Furia(X,)| (4.2.32)
where a(z) = Qz[rng]. By point iv) of the Theorem (already proven), one has :

a(z) =gz <ZT )E (ool (X1)]

r

= By 60l (Xy)] + 60 (2) (42.33)
Hence :
T x r
) = By | Fur (T B I00)] + I, ) (4.2.34)
This formula implies that ,ug, ") is the measure defined in the same way as ué ), but from the

point yg and the function ¥ instead of the point z¢ and the function ¢. By putting the
density r~ L2 to this measure, one obtains the equality :

Q, = Q¢ wo), (4.2.35)
which completes the proof of Theorem 4.2.5. |

There is also an important formula, which is a direct consequence of (4.2.1) and (4.2.5) :

Corollary 4.2.6 Let F), be a positive F,-measurable functional, y,yo be in E and gy, be the
last hitting time of yo for the canonical process. Then the following formula holds :

Qy [Falg,y<n] = Ey [Frolve)(X,)] (4.2.36)

In particular, one has :

Qy [Frlg, <n] = Ey[Fno(Xn)] (4.2.37)

and (¢[yo] (Xn), n> 0), ((b(Xn), n> 0) are two P submartingales.
The correspondance with the Brownian case is the following :

Markov chain Brownian motion
Qy[Fnlgzo<n] = Ey[Fro(Xy)] W (Filgar) = Wa(Fy|Xq])
QylFnlg,y<n] = By[Fnod)(X,)] | Wo(Filg,<t) = Wa(F(1Xe| — a)4)
Fn S fn Ft S .7:,5

By Theorem 4.2.5, the construction of a given family (Q,),ecr can be obtained by taking any
point yo instead of zo, if the corresponding harmonic function ¢! is well-chosen.

4.2.4 Dependence of Q. on ¢.
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In fact, this family of o-finite measures depends only upon the equivalent class of the function
¢, for an equivalence relation which will be described below. More precisely, if « and 3 are
two functions from FE to R, let us write : o ~ 3, iff a is equivalent to § when « + § tends
to infinity ; i.e, for all € €]0, 1], there exists A > 0 such that for all z € E, a(z) + f(z) > A

implies 1 — e < % < 1+ e. With this definition, one has the following result :
T

Propostion 4.2.7 The relation >~ is an equivalence relation.

Proof of Proposition 4.2.7 The reflexivity and the symmetry are obvious, so let us prove
the transitivity.

We suppose that there are three functions «, 3,7 such that o >~ § and 3 ~ ~.

There exists € : Ry — R4 U {o0}, tending to zero at infinity, such that o + 5 > A implies

‘% — 1‘ < €(A), and B+~ > A implies ‘g — 1‘ < €(A). For a given z € E, let us suppose that
a(x) +v(x) > A for A > 4sup{z,€e(z) > 1/2}. There are two cases :
o afx) > A/2. In this case, a(z) + 5(z) > A/2 ; hence, ‘% - 1‘ < €(A/2) <1/2, which
implies : G(z) +v(x) > f(x) > a(x)/2 > A/4.
Therefore : ‘% - 1‘ < €(A/4). Consequently, there exist u and v, |u| < €(A4/2) < 1/2,
|v| <e(A/4) <1/2, such that oAa) (1 +u)(1 + v), which implies :

v(x)
% - 1\ < Jul + [v] + Juv| < €(A/2) + €(A/4) + €(A/2)e(A/4)
< 3 (e(4/2) + (A/) (42:38)

e a(r) < A/2. In this case, v(x) > A/2, hence we are in the same situation as in the first
case if we exchange «a(z) and ~y(x)

The above inequality implies : « ~ =, since €(A/2) 4+ ¢(A/4) tends to zero when A goes to
infinity. Hence, ~ is an equivalence relation. |

This equivalence relation satisfies the following lemma :

Lemma 4.2.8 Let ¢1 and ¢ be two functions from E to Ry which are equal to zero at a
point yo € E and which are harmonic at the other points i.e. for all y # yo Ey[¢i(X1)] =

¢i(y), i =1,2. If ¢1 =~ @2, then ¢1 = ¢.
Proof of Lemma 4.2.8 By the martingale property, for all x € £, A >0 :

p1(z) =E, [¢1(X (yo))]

nAT]

- E$ |:¢1 (Xn/\Tl(yO))1¢1(Xn/w£yo))+¢2(Xn/\_r1(yo))>A] + K’ (4‘2‘39)

where |K| < AIP’gC(Tl(yO) > n). Now, if ¢1(y) + ¢2(y) > A, one has :
(1 —€e(A))o1(y) < da(y) < (1+€(A))d1(y), (4.2.40)

where €(A) tends to zero when A tends to infinity. Therefore :

$1(z) = aEy [¢2(X wo) ) Loy (x

nATy

)+¢2(XMT(yO))2A] + K, (4.2.41)
1

n/\T{yO)
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where 1 — ¢(A) < a <1+ €¢(A). Moreover :

p2(x) = E, (bQ(XnATI(yO))1¢1(X . (wo) )+ 2(X . (o) )2 A + K"7 (4.2.42)
n T1 n Tl
where |K'| < AIP’I(TfyO) > n). Hence :
p1(z) = a (¢a(z) — K') + K. (4.2.43)

Now, if A is fixed, | K|+ |K’| tend to zero when n goes to infinity. Therefore :

(1 —€(A))g1(x) < ga() < (14 €(A)) 1 (). (4.2.44)

This inequality is true for all A > 0; hence : ¢1 = ¢, which proves Lemma 4.2.8. This
Lemma has the following consequence :

Corollary 4.2.9 Let ¢ be a function from E to Ry which is equal to zero at a point yg € E
and harmonic at the other points. If ¢ is bounded, it is identically zero.

Proof of Corollary 4.2.9 By Lemma 4.2.8, it is sufficient to show that any bounded
function is equivalent to zero. Indeed, if ¢ is bounded, there exists A > 0 such that ¢ < A.
Hence, if x € E is such that ¢(z) > A, everything is true (since x does not exist), in particular
¢(x) = 0; therefore, ¢ ~ 0.

Now, let us state the following result, which explains why we have defined the previous
equivalence relation :

Proposition 4.2.10 Let xg, yo be in E, ¢ a positive function which is harmonic except at
xo and equal to zero at xg, Y a positive function which is harmonic except at yg and equal
to zero at yg. In these conditions, the family (Q(f’m))er of o-finite measures is identical to
the family ( ;§3¢’y°))$eE if and only if ¢ ~ . Therefore this family can also be denoted by
(Q[xd)])xe};, where [p] is the equivalence class of ¢.

Proof of Proposition 4.2.10 If the two families of measures are equal, for all x € F,
Q{#»*) = Q) Now, it has been proven that P(z) = in’yO)(ng = 0). Hence, if ¢l¥0l(z) =
ng,xo)(ng = 0), one has ¢ = ¢lvol,

Since ¢ — ¢¥°! is bounded (point i) of Theorem 4.2.5), ¢ — 1) is bounded, which implies that ¢
is equivalent to 1. On the other hand, if ¢ is equivalent to v, and if %ol = ng’m)(ng =0),
¥ and ¢l are two equivalent functions which are harmonic except at point yo, and equal

to zero at yo. Hence, by Lemma 4.2.8, 1) = ¢%l and by Theorem 4.2.5, for all z € FE,
ng,xo)_ (410! yo)

xT
Therefore, Q(f’m) = ng,yo)’ which proves Proposition 4.2.10.
In the next Section, we give some examples of the above construction.

4.3 Some examples.

4.3.1 The standard random walk.
In this case, ¥ = Z and for all x € E, P, is the law of the standard random walk. The
functions ¢4 : * — x4, ¢_ : © — x_ and their sum ¢ : * — |x| satisfies the harmonicity
conditions above at point zg = 0.
Let (QF)zez, (Qy )zez and (Qy)zez be the associated o-finite measures. For all a € Z, let us

take the notations : ¢\ (z) = QF[L% = 0], 6" (z) = Q; [L% = 0] and ¢l7(z) = Q,[Le, = 0].
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The function (b[f:} satisfies the harmonicity conditions at point a and is equivalent to ¢4. Now,
these two properties are also satisfied by the function x — (x — a)4; hence, by Lemma 4.2.8,
qu‘:] () = (x — a)4. By the same argument, qb[f] (z) = (x —a)_ and ¢(z) = |z — al.
Therefore, we have the equalities for every positive and F,-measurable function F,, and for
every x,a € 7 :

Q;c‘r [Fn lga<n] = E; [Fn(Xn - a)+]7 (4.3.1)
Q; [Fn lga<n] = Eac[Fn(Xn - a)_], (4.3.2)
Qz [Fn lga<n] = E, [Fn‘Xn - a” (4.3.3)

These equations and the fact that the canonical process is transient under Q}, Q,, Q.
characterize these measures. Moreover, by using equations (4.3.1), (4.3.2) and (4.3.3), it is
not difficult to prove that for all x € Z, these measures are the images of QSF , Qp and Qq by
the translation by x.

Now, for all a,x € Z, and for all positive and F,,-measurable functional F, :

QII[F] == QF [Fu 1ra o) = Eo[Fu(X,, @ —a)]. (4.3.4)

1

Hence, if x < a, Q;’M =0, and if x > a, Q;’[a] is (z — a) times the law of a Bessel random
walk strictly above a, starting at point @ (cf [LG] for a definition of the Bessel random walk).
By the same arguments, if x > a, Q;’[a} =0, and if x < a, Q;’[a} is (a — x) times the law of a
Bessel random walk strictly below a, starting at point x. Moreover, Q;[,;a] is the |x — a| times
the law of a Bessel random walk above or below a, depending on the sign of x — a. The same
kind of arguments impliy that (with obvious notations) :

. @j{ is 1/2 times the law of a Bessel random walk strictly above a.
. @; is 1/2 times the law of a Bessel random walk strictly below a.

° @a is the law of a symmetric Bessel random walk, strictly above or below a with equal
probability.

The equalities given by Proposition 4.2.4 are the following :

OB
Q=@+ > P oQf, (4.3.5)
k>1
L@
Q, =Q, "+ > P oQ, (4.3.6)
E>1
HON.
Q =QI+> P oQ. (4.3.7)
E>1

Moreover, one has :
o Qf[L% =0] = (z—a)y and Qf[L% = k] =1/2 for all k > 1.
o Q [L% =0] =(r—a)- and Q; [L% = k] =1/2 for all k > 1.
o Qu[L% =0]=|r—a|l and Qz[L% = k] =1 for all k£ > 1.
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Hence, by applying Theorem 4.2.1 and Corollary 4.2.2 to the functional F' = h(L%) for a
positive function h such that )y h(n) < oo, and for a € Z, one obtains that for all x € Z :

Mf = (Xa—a)eh(IS )+ S hk), (4.3.8)

My = (Xa—a) WIS ) +g > hk), (4.3.9)

and their sum

M, =|X,—alh(Li )+ > h(k) (4.3.10)
k=L +1

are martingales under the probability P,. Other martingales can be obtained by taking other
functionals F.

4.3.2 The "bang-bang random walk”.

In this case, we suppose that E = N and that (P;).ecn is the family of measures associated
to transition probabilities : pp1 =1, pyy+1 = 1/3 and p, 1 = 2/3 for all y > 1. Informally,
under P, (for any = € N), the canonical process is a Markov process which tends to decrease
when it is strictly above zero, and which increases if it is equal to zero.

The family of measures (Q,).en can be constructed by taking zp = 0 and ¢(x) = 2* — 1 for
all z e N.

For y € N, the function ¢ : 2 — Q,[LY = 0] is harmonic except at y where it is equal to
zero, and it is equivalent to ¢.

Since the function :  — (2% — 2Y),1,>, satisfies the same properties, by Lemma 4.2.8 :
PW(z) = (2% — 2¥).1,5,. For all z € N, the measure Q, is characterized by the transience of
the canonical process, and by the formula :

QulFp 1g,<n] = Eo[F (25" —29),4], (4.3.11)

which holds for all a, n € N and for every positive F,-measurable functional Fj,.
If one takes obvious notations, it is not difficult to prove the formula :

X a
QU(F,) = B, [F, (2717 = 2%) 1,5, (4.3.12)
and forn >1:

(a)

~ X
Qu(Fy) =Eq |Fy (2 5 — 2915, 0| - (4.3.13)

Moreover :
e The total mass of QLG} is zero if x < a, and 2¥ — 2% if z > a.

e The total mass of @a is 1if a =0, and 2%/3 if x > 1.

e For z > a and under the probability Pl = Q;[Ba]/ (2* — 2%), the canonical process is

22770 — 1
a Markov process with probability transitions : pg .41 = 395-a_3 and Py g1 =
gr-a _ 1 '
3970 _3" We remark that p, 41 tends to 2/3 when x goes to infinity, and py ;1

tends to 1/3 (the opposite case as the initial transition probabilities).
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Q , the canonical process is a Markov process
(22/3)1a>1 + 1a=o
[a]

with the same transition probabilities as under Py, with X; = a + 1 almost surely.

e Under the probability

For all a,z € N, the image of Q, by the total local times is given by the equalities :
QOE[Lgo = O] = (2$ - 2a) 1:>a, (4.3.14)

and for all kK > 1 :
QuIL% = K] = K(a), (4.3.15)

where K(0) =1 and K (a) = 2%/3 for a > 1.
Moreover, if h is an integrable function from N to R;, and if a,z € N,

My =Ny ) (2% =27y + K(a) Y h(k) (4.3.16)

is a martingale under the initial probability P,.

4.3.3 The random walk on a tree.

We consider a random walk on a binary tree, which can be represented by the set F =
{2,(0),(1),(0,0),(0,1),(1,0),(1,1),(0,0,0), ...} of k-uples of elements in {0,1} (k € N).
Obviously, k is the distance to the origin @ of the tree.

The probability transitions of the Markov process associated to the starting family of prob-
abilities (Py)scr are pg o) = Po,1) = 1/2, and for k > 11 pay 2y 2) (21,20, 06 1) = 1/2
P,z (21,008,0) = P@1,eyzp),(T1,002h,1) = 1/4.

In particular, under P, (for all x € E), the distance to the origin is a standard reflected
random walk.

If the reference point x( is @, we can take for ¢ the distance to the origin of the tree. But
there are other possible functions ¢ for the same point xy. For example, if (ag, a1, a2, ...) is
an infinite sequence of elements in {0, 1} it is possible to take for ¢ the function such that for
all (xg,x1,...,x;) € F, one has ¢(zg, z1, ..., rx) = 2P — 1, where p is the smallest element of N
such that p > k or =, # a,. In particular, if a, = 0 for all p, one has ¢(@) = 0, ¢((0)) =1,
¢((1)) =0, ¢((0,0)) =3, ¢((0,1)) =1, ¢((1,0)) = ¢((1,1)) =0, ((0,0,0)) =7, ete.

Each choice of the sequence (ay)pen gives a different function ¢ and hence a different family
(Q;[,fﬂ)we g of o-finite measures.

4.3.4 Some more general conditions for existence of ¢.
The following proposition gives some sufficient conditions for the existence of a function ¢
which satisfies the usual properties :

Proposition 4.3.1 Let (P,).cr be the family of probabilities associated to a discrete time
Markov process on a countable set E. We suppose that for aoll x € E, the set of y € E such
that the transition probability py ., is strictly positive is finite. Furthermore, let us consider a
function ¢ which satisfies one of the two following conditions (for a given point xy € E) :

o There exists a function f from N to R* such that f(n)/f(n+1) tends to 1 when n goes
to infinity, and such that for allx € E :

Eo[r™) > n] ~ f(n)o(x). (4.3.17)

- n—00

(wo)

where 77" is the first hitting time of xq, for the canonical process.
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o Forallx € E, Py (Xy = x0) tends to zero when k tends to infinity, and :

N

[Pao (Xi = 20) = Pu(Xi = 20)] = o(a). (4.3.18)
k=0

In these conditions, ¢ is harmonic, except at point xo where this function is equal to zero.
Proof of Proposition 4.3.1 Let us suppose that the first condition is satisfied. For all
x # xo and for all y € F such that p,, > 0:

E, [ﬁ(m) = n} o~ fn)o(y). (4.3.19)
By adding the equalities obtained for each point y and multiplied by p ,, we obtain :
> penBy [ 20|~ ) D pey o), (4.3.20)
yekl yeE
which implies :
B [ >n+1] ~ fn)Efo(X0)) (4.3.21)
Moreover :
B [r) > n+1] ~ fln+1)6() (4.3.22)

By comparing these equivalences and by using the fact that f(n) is equivalent to f(n + 1)
and is strictly positive, one obtains :

¢(z) = Ex[p(X1)]. (4.3.23)

Since ¢(xg) is obviously equal to zero (E, {foo) > n] = 0), Proposition 4.3.1 is proven if the
first condition holds.

Now let us assume the second condition holds.

If x # xg, for all y such that p,, > 0:

N
[P (Xp = o) = By(Xp = 20)] = 6(y). (4.3.24)
k=0 >
Therefore :
N
pr,y Z (Pao (Xg = 20) — Py(Xk = 70)) N:)oo Z Pz y P(y). (4.3.25)
yer k=0 yer
This equality implies :
N N+1
Peo(Xe = 70)] = O [Pu(Xe = 0)] |~ Eald(X1)] (4.3.26)
k=0 k=1

Now, P,(Xo = z¢) = 0 (since & # xp) and when N goes to infinity, P, (Xnt1 = zp) tends to
zero by hypothesis. Hence :

N
[Peo (X = @0) — Po(Xp = 20)] — Eg[p(X1)], (4.3.27)
k=0
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which implies :

o(x) = Ez[p(X1)], (4.3.28)
as written in Proposition 4.3.1. |
Remark 4.3.2 If the condition :

N
> [Py (Xi = w0) = Pol(Xj, = 20)]  — () (4.3.29)
k=0

1s satisfied for a function ¢, then ¢ is automatically positive. Indeed :

N
ngvzo []P)xo (Xk = $0) - ]P)x(Xk = 130)] = Exo [Z 1Xk:x0]
k=0

N
—E, Z 1 ka] , (4.3.30)
k=0

where, by strong Markov property :

_Tl(IO)—i—N
N
EIO |:Zk;:() 1Xk=x()i| Z EI Z 1Xk=x()
k=0

' N
> E, Z 1Xk$0] . (4.3.31)
Lk=0

4.3.5 The standard random walk on Z2.

In this case, E = Z? and (P;),cz2 is the family of probabilities associated to the standard
random walk. If we take zo = (0,0), the problem is to find a function ¢ which satisfies the
usual properties of harmonicity : it can be solved by using Proposition 4.3.1.

More precisely, by doing some classical computations (see for example [Spi]), we can prove
that for all (z,y) € Z?, and for all k € N :

C
Pay) [Xk = (0,0)] = Lp=s4y (mod. 2) Erl + €(ay) (k) (4.3.32)

where for all (z,y), k* €, (k) is bounded and C'is a universal constant.
Therefore, for all N :

1
o Pap Xe= 001 =C 30 =g+ D k)
k<N, k=xz+y (mod. 2) k=0
C
=5 log(N) + 1(z,y)(IV), (4.3.33)

where for all (z,y) € Z2, N(a,y) (V) converges to a limit 7, ,y(co) when N goes to infinity.
Therefore :

N
[P,0) (X = (0,0)) = Py (Xi = (0,0))] v O Y)) 1= 100,0)(00) = M) (00)-

k=0
(4.3.34)
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By Proposition 4.3.1, the function ¢ is harmonic except at (0,0), and can be used to construct
the family of probabilities (Q(;))(zy)cz2, @s in dimension one. Moreover, it is not difficult
to check that Q) is the image of Qg ) by the translation of (z,y).
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Index of main notations

Chap. 1

2 =C(Ry — R) : the space of continuous functions from R to R
(X, t > 0) : the set of coordinates on this space

(F¢, t > 0) : the natural filtration of (X, ¢t > 0).

Foo = t¥0 Fi s

b(F) : the space of bounded real valued F; measurable functions
(Wy, x € R) : the set of Wiener measures on (2, Foo)

W =W,

Wa(Y) : the expectation of the r.v. Y with respect to W

(L], y € R, t >0) : the bicontinuous process of local times

(Ly == LY, t > 0) the local time at level 0

(i:=inf{t >0; Ly > 1}, 1 >0) : the right continuous inverse of (L, ¢t > 0)

q a positive Radon measure on R
[o.¢]

T : the set of positive Radon measures on R s.t. 0 < / (1+ |z|)g(dz) < 0o
—0o0
0, : the Dirac measure at a

t
(Al@ = / q(Xs)ds = / Liq(dy), t > O> : the additive functional associated with ¢
0 R

(Wé?go, x € R) : the family of probabilities on (€2, F) obtained by Feynman-Kac penalisation
(Mé?,?, s > 0) : the martingale density of Wé‘{ﬁo with respect to W,
g : a scale function
Vg gz% : solutions of the Sturm-Liouville equation ¢” = qp
(W, z € R) : a family of positive o-finite measures on (€2, Fy)
LYQ, Foo , W) (resp. L}F(Q,}'OO,W)) : the Banach space of r.v.
W-integrable (resp. the cone of positive and W-integrable r.v.’s)
(My(F), t > 0) : a martingale associated with F' € L!(Q, Foo, W)
ga:=sup{s >0; Xs=a} ; go=g
g((,t) =sup{s <t, Xg=a} ; g(()t) = ¢®
Oq i= Sup {5 >0; X, € [—a,a]} ; Ogb = Sup {5 >0; X, € [a,b]}
fép) : density of the r.v. Z under P
T a (Fi, t > 0) stopping time
P(g?’) (resp. ﬁo(?’)) : the law of a 3-dimensional Bessel process (resp. of the opposite of a
3-dimensional Bessel process) started at 0
PR = 2 (R 4 BY)
Wy' : the law of a 1-dimensional Brownian motion stopped at 7
Hét}) : the law of the Brownian bridge (b, 0 < u <) of length ¢ (and s.t. by = b = 0)
wow : the concatenation of w and @ (w,w € )
w = (wg,w!) : decomposition of w before and after ¢
F+:{w€Q; Xt—>oo},F_:{w€Q; Xt(w)—>—oo}
t—o0 t—o0
WH=1p+- W, W =1~ - W
WH(F € LY (Q, Fs, W)): the finite measure defined on (Q, Fx) by : WH(G) = W(F - G)
C : the class of "good” weight processes for which Brownian penalisation holds
(l/g(cq), x € R) : afamily of o-finite measures associated with the additive functional (A(f), t>0)
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(Z¢, t > 0) : a positive Brownian supermartingale

: : Z
Lo = tlggo Zy W oas. ;20 = tli)r& T |tXt| W a.s.

(Ay(F), t >0), (S¢(F), t >0) : two quasimartingales associated with F' € L*(Q, Fo, W)
(®s, s > 0) : a predictable positive process

(ks(F), s > 0) a predictable process such that W (F|F,) = ky(F) (F € L} (Q, Fo, W))
Xxt, t >0): a C(Ry — R) Markov process valued

P;, t > 0) : the semigroup associated to (x¢, t > 0)

Wl = aWF = bW

Wb = / dzW2P : is an invariant measure for (yy, t > 0)
Q =C(R — Ry) : the space of continuous functions from R to R
< q,l >:= / l(x)q(dx), €I, 1€ Q

R

L:Q — Q defined by £(X;, t >0) = (L%, y € R)

(Qi, t > 0) : the semigroup associated with the Markov process ((X;, L), t > 0) which is
R x Q valued

G : the infinitesimal generator of (Qy, t > 0)

(A% a,b > 0) : a family of invariant measures for (X, Ly), t>0)

(Az, x € R) : a family of positive and o-finite measures on Q N

0 : RxQ— Qdefined by 0(z,1)(y) =l(z —y) (z,y R, l€Q)

(Lf(r', t>0) : a Markov process €2 valued

(Q,, t > 0) : the semigroup associated with (L;X*"®, ¢t > 0)

G : the infinitesimal generator of (Q;, t > 0)
A% =aq AT +b A™

Chap. 2
Q2 =C(Ry — C) : the space of continuous functions from R4 to C
(X¢, t > 0) : the coordinate process on €2

( 352), x € C) the set of Wiener measures ; WéQ) =w®
J : the set of positive Radon measures on C with compact support

t
(A,EQ) = / q(Xs)ds, t > 0) : the additive functional associated with ¢ € J)
0

( Z(?o’g), z € C) : the set of probabilities obtained by Feynman-Kac penalisations associated

with ¢ € T ; W2 = w?

(M, S(Z’q), s > 0) : the martingale density of Wz(?o’g) with respect to WZ(Z)
g : a solution of Sturm-Liouville equation Ay = gp

A : the Laplace operator

(WQ), z € C) : a family of positive and o-finite measures on (2, F)
w{ = w@

C' : the unit circle in C

(Lgo), t > 0) : the continuous local time process on C'

(Tl(c), [ >0) : the right continuous inverse of (Lgo)7 t>0)

(R¢, t > 0) : the process solution of (2.2.6)

P1(2’10g) : the law of process (R, t > 0)
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(pu, u>0) : a 3-dimensional Bessel process starting from 0.

tds
H:z/—,tZO)
<t o B2

go = Sup{S 2 0 ; Xt € C}
(2 T(C)
Wy
]51(2’1°g) : the law of (X445, s > 0)

V : the gradient operator
K : the Bessel Mc Donald function with index 0

T1(3) = inf{u; p, =1}
(R@, t > 0) : the process solution of (2.3.19)
(Mt(Q)(F), ¢t >0) : the Brownian martingale associated with F € L*(€2, Fi, w?)

(@)

: the law of a C-valued Brownian motion stopped at T

Chap. 3

Q2 =C(Ry — R4) : the space of continuous functions from Ry to R

S : the scale function

m : the speed measure

(Xt, t >0, P, z € Ry) : the canonical process associated with S and m
(Ft, t > 0) : the natural filtration of (X, t > 0); Foo = t\>/0.7-'t

L= 4 d : the infinitesimal generator of (Xy, ¢ > 0)

dm dS
p(t,x,e) : the density of X; under P, with respect to m

(LY, t >0, y > 0) : the jointly continuous family of local times of X
(L¢, t > 0) : the local time process at level 0
(17, 1 > 0) : the right continuous inverse of (L;, t > 0)
PTi : the law of the process (X, t > 0) started at = and stopped at 7
gy :=sup{t >0; Xy =y} ; g:=g0
g =sup{s <t; Xo=y} ; ¢® =g
Ty :=inf{t > 0; X; =0}
(X;, t > 0) : the process (X;, t > 0) killed at T}
p(t,x,e) : the density of X, under P, with respect to m
(PxT , © € Ry) : the laws of X conditionned not to vanish ; P! := POT
fyo(t) defined by : f,0(t)dt = P,(Ty € dt) = Pl (g, € dt)
W* a o-finite measure on (2, Foo)
Hét) : the law of the bridge of length ¢
W7 o the restriction of W* to F
A
<Mt()"x) = 1—1-5)\75()@ o2 Le > 0) : the martingale density of Px()}))o with respect to P,
1 + b S(l‘)
(M (F), t > 0): the positive ((F, t > 0), P,) martingale associated with F € L'(Q, Foo, W*)
(ng_a), 2 > 0) : the family of laws of a Bessel process with dimension d = 2(1—a) (0 < d < 2,
or equivalently 0 < a < 1) started at x
W) : the measure W* in the particular case of a Bessel process with index (—a)
0<a<l)
Héﬁa’t) : the law of the Bessel bridge with index (—«) and length ¢

ng*a’n) : the law of a Bessel process with index (—a«) started at « and stopped at 7
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g : a particular solution of the Sturm-Liouville equation :

1 1 -2« 1

39 (1) +——=¢(r)=5¢(r)gr), r=0

with ¢ a positive Radon measure with compact support
(my, 0 <u <1): the Bessel meander with dimension d

[
PO(2 ™ /N : the law of the process obtained by putting two Bessel processes with index
0
<§ — 1> back to back; these processes start from 0 and are stopped when they first reach
level m
Chap. 4

E : a countable set

(X, n>0) : the canonical process on EN

(Fn, n > 0) : the natural filtration, F = \éo Fn
n

(P,, z € E) : the family of probabilities associated to Markov process (X,, n > 0) s.t.
P(Xpi1 =2|Xp =y) =py,. and Pp(Xg=2) =1

k

(Lz = Z 1x,,—y, k> 0] : the local time of (X,,, n > 0) at level y (with LY, = 0)
m=0

¢ : a positive function from F to R, harmonic with respect to P, except at the point xg and

such that ¢(zg) =0

() = i By (0(X1)) + ¢(2) (r €]0,1], z € E)
(r)

(na’, © € B, 7 €]0,1[) : a family of finite measures on (EV, F)

1\
Q. = <_> ugf), independent of r €]0, 1]
,

Q?’%) : the o-finite measure Q, constructed from the point ¢y and the function ¥

q : a function from FE to [0,1] such that {g < 1} is a finite set
(Q/J(F, Xo, X1, ,Xpn), n > 0) . the ((.7-'”, n > 0), IP’w) martingale associated with F €
LN, Fo, Qu)
T]Ey) : the k-th hitting time of y
(T,Ey), k > 0) : the inverse of (L7, k > 0)
Lyd : the restriction of Q to trajectories which do not hit yg
@y : the restriction of Q, to trajectories which do not return to y

(yo0)
P;#  : the law of the Markov chain (X,,, n > 0) starting from z and stopped at T,Eyo)

2@;r : the law of a Bessel random walk strictly above a
%@; : the law of a Bessel random walk strictly below a
Q. =Qf +Qz

ga :=sup{n > 0; X, = a}

¢l defined by ¢%l(y) = @y (1)

~ : the equivalence relation defined in Subsection 4.2.4

W}] . (Q/J,yo)
T . x

the measure Q) where [1)] denotes the equivalence class of v
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