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Abstract

We consider the numerical solution of the wave equation in a two-dimensional
domain and start from a boundary integral formulation for its discretization.
We employ the convolution quadrature (CQ) for the temporal and a Galerkin
boundary element method (BEM) for the spatial discretization. Our main fo-
cus is the sparse approximation of the arising sequence of boundary integral
operators by panel clustering. This requires the definition of an appropriate
admissibility condition such that the arising kernel functions can be efficiently
approximated on admissible blocks.

The resulting method has log-linear complexity O
(
N (N +M) q4+s

)
, s ∈

{0, 1}, where N is the number of time points, M denotes the dimension of the
boundary element space, and q = O (logN + logM) is the order of the panel-
clustering expansion.

Numerical experiments will illustrate the efficiency and accuracy of the pro-
posed CQ-BEM method with panel clustering.
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1. Introduction

The efficient and reliable simulation of scattered waves in unbounded exte-
rior domains is a numerical challenge and the development of fast numerical
methods is far from being matured. We are here interested in a boundary inte-
gral formulation of the problem to avoid the use of an artificial boundary with
approximate transmission conditions [25], [2], [10], [17], [7] but allows to recast
the problem (under certain assumptions which will be detailed later) as an inte-
gral equation on the surface of the scatterer. As our model problem we consider
the homogeneous wave equation

∂2
t u = ∆u in Ω× (0, T ) ,
u(·, 0) = ∂tu(·, 0) = 0 in Ω ,
u = g on Γ× (0, T ) ,

(1)

where Ω ⊂ R2 is either a bounded domain or the exterior of an unbounded
domain and Γ := ∂Ω. The methods for solving this problem can be split into a)
frequency domain methods where an incident plane wave at prescribed frequency
excites a scattered field and a time periodic ansatz reduces the problem to
a purely spatial Helmholtz equation and b) time-domain methods where the
excitation is allowed to have a broad temporal band width and, possibly, an
a-periodic behavior with respect to time.

In our paper we will focus on time-domain methods for the wave equation
which is particularly important to model electric or acoustic systems shortly
after they are “switched on”, i.e., before the system has reached a time-harmonic
steady state.

The formulation of (1) as a space-time integral equation by the retarded
acoustic single layer potential can be written in the form∫ t

0

∫
Γ

k (‖x− y‖ , t− τ)ϕ (y, τ) dΓydτ = g (x, t) ∀(x, t) ∈ Γ× (0, T ), (2)

where k is the fundamental solution for the acoustic wave equation.
Among the most popular methods for discretizing this equation are: a) the

convolution quadrature (CQ) method [29], [30], [22], [28], [5], [12] and b) the
direct space-time Galerkin discretization of (2) (see, e.g., [4], [18], [19], [35], [34],
[38]).

The goal of this paper is to present fast solution methods for solving the
wave equation in two spatial dimensions via (2) and to base the discretization
on the CQ-method. The kernel function is given by applying the inverse Laplace
transform L−1 to the transfer function K :

k (r, •) := L−1 (K (r, •)) =
1

2π i

∫
Iσ

ez•K (r, z) dz with K (r, z) :=
1

2π
K0 (rz)

along a vertical contour

Iσ = σ + i R for some σ > 0,
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and K0 being the modified Bessel function (see, e.g., [1, 9.6]). For this problem,
we will introduce the panel-clustering method for the sparse representation of
the discrete CQ-BEM operators. For problems in three spatial dimensional do-
mains Ω ⊂ R3 and Γ being a two-dimensional Lipschitz manifold, a fast version
of the convolution quadrature with BDF2 for the temporal discretization has
been developed in [23], [27], [6]. Although there is a reduction with respect
to memory and CPU time compared to the conventional approach the arising
method is not of optimal complexity O (NM) (modulo additional factors de-
pending only logarithmically on N and M). In this paper, we consider the
panel-clustering method for the CQ-BEM with BDF1 in two spatial dimensions
and prove the log-linear scaling with respect to the total number of unknowns
for both, CPU time and memory requirement.

It is well known that the fundamental solution of a second order partial differ-
ential equation (PDE) in even (spatial) dimensions is more complicated than in
odd dimensions and new techniques for its approximation have to be developed.
The speedup and memory savings of the resulting method is substantial and
more significant than for the methods described in [23], [27]: More precisely, if
N denotes the number of time steps and M is the dimension of the boundary el-
ement space, the storage and computational complexity is O

(
N (N +M) q4+s

)
with q = O (log (NM)) and s ∈ {0, 1} instead of O

(
NM2

)
for the classical

CQ-BEM method. If we assume M ∼ N , we obtain an optimal complexity (up
to logarithmic terms) with respect to the total number of freedoms. We note
in passing that boundary integral equations can be used to define transparent
transmission conditions at artificial boundaries for wave propagation problems;
the above mentioned CQ-BEM method has been proposed in [11] for an effi-
cient discretization of such conditions. The new method we propose here also
allows for a sparse realization of such exact non-local transmission conditions
in log-linear complexity.

Our new panel-clustering method for the two-dimensional wave equation re-
quires the generalization and combination of quite different discretization tech-
niques such as convolution quadrature, boundary element method, and panel
clustering for complicated kernel functions. We recall the definitions of the basic
algorithms in order to keep the presentation self contained and to estimate the
complexity of the different steps of the algorithm. The paper is organized as
follows.

In Section 2, we formulate the convolution quadrature method for the two-
dimensional wave equation and introduce the boundary element method for its
spatial discretization.

In Section 3, the panel-clustering method based on an abstract admissibility
condition is introduced while Section 4 is devoted to its implementation. This
algorithmic formulation of the method will also play an essential role for the
complexity estimates of the method.

The error analysis is carried out in Section 5. We employ functional-type
estimates for certain derivatives of modified Bessel and exponential functions,
recently presented by the authors in [14], to derive a non-standard admissibility
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condition for the panel-clustering approximation of the arising kernel functions.
The local approximation error will be estimated and used for the stability and
consistency analysis.

In Section 6, we will prove that the storage and computational complexity of
the resulting CQ-BEM method with panel clustering behaves likeO

(
N (N +M) q4+s

)
,

where q = O (log (NM)) and s ∈ {0, 1}.
We will present the results of numerical experiments in Section 7 which

demonstrate that the theoretical complexity and error estimates are sharp for
the considered model problems.

2. Convolution Quadrature

The starting point is to write (2) as a system of integro-differential equations∫
Γ

(
1

2π i

∫
Iσ

K (‖x− y‖ , z)u (z, y, t) dz
)
dΓy = g (x, t) (3a)

∂tu (z, x, t)− zu (z, x, t)− ϕ (x, t) = 0 (3b)

for all x ∈ Γ, z ∈ Iσ, and t ∈ (0, T ) with the initial condition u (z, x, 0) = 0 (see
[29]).

The convolution quadrature is based on a time stepping scheme of (3b) on
an equidistant time mesh tj = j∆t with j = 0, . . . , N and ∆t = T/N . The
semi-discrete approximations ϕk to the unknown density ϕ (·, tk) are given by
setting gn (x) := g (x, tn) and solving

n∑
j=0

∫
Γ

ωn−j (‖x− y‖)ϕj (y) dΓy = gn (x) , n = 0, . . . , N, x ∈ Γ (4)

with weight functions ωj (r) defined implicitly by the formal Taylor series

K

(
r,
γ (ζ)
∆t

)
=
∞∑
n=0

ωn (r) ζn

and γ (ζ) denoting the differentiation symbol of the ODE solver (quotient of the
generating polynomials). A-stable backward differentiation formulas of order 1
and 2 are given by

γ (ζ) :=

{
1− ζ BDF1 method,
(1− ζ) (3− ζ)

2
BDF2 method.

(5)

In general, the weights ωn (r) can be computed by using the contour integral
representation

ωn (r) =
1
n!

(
∂nζK

(
r,
γ (ζ)
∆t

))∣∣∣∣
ζ=0

=
1

2π i

∮
C

K
(
r, γ(ζ)

∆t

)
ζn+1

dζ, (6)
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where the contour C can be chosen as a circle about the origin and radius smaller
than one. However, for certain time stepping schemes it is possible to determine
ωn explicitly (see, e.g., [27]). For the BDF1 method, we get

ωn (r) =
1

2π
ω̃n

( r

∆t

)
with ω̃n (x) :=

(−x)n

n!
K

(n)
0 (x) . (7)

We introduce the integral operators

(Kjψ) (x) :=
∫

Γ

ωj (‖x− y‖)ψ (y) dΓy ∀x ∈ Γ

so that (4) can be written in the compact form

n∑
j=0

Kn−jϕj = gn, n = 0, . . . , N. (8)

Our goal is to employ the Galerkin boundary element method for the spatial
discretization and hence, we multiply with test functions ψ to obtain

n∑
j=0

〈Kn−jϕj , ψ〉 = 〈gn, ψ〉 , n = 0, . . . , N. (9)

For s ∈ [−1, 1], let Hs (Γ) denote the usual fractional order Sobolev spaces which
are well defined on Lipschitz curves/surfaces Γ. In (9), 〈·, ·〉 denotes the anti-
duality pairing in H1/2 (Γ)×H−1/2 (Γ) considered as a continuous extension of
the L2 (Γ) scalar product.

For the Galerkin boundary element method we introduce a mesh G on Γ
consisting of m panels τi. For simplicity, we assume that G is conforming, i.e.,
the intersection of any different two panels τi, τi is either empty, or a common
point. The maximal mesh width is denoted by

∆x := max {∆τ : τ ∈ G} with ∆τ := diam τ.

For any τ ∈ G, we choose a bijective pullback χτ : τ̂ → τ , where the reference
element τ̂ is the unit interval. For p ∈ N0 and k ∈ {0, 1}, let

Sp,kG :=
{
ψ ∈ L2 (Γ) | ∀τ ∈ G : ψ|τ ◦ χτ ∈ Pp

}
∩Hk (Γ) , (10)

where Pp is the space of univariate polynomials of maximal degree p. Hence, for
k = 0 we obtain discontinuous boundary elements while for k = 1 the boundary
element functions are continuous. If the indices p, k, and G are clear from the
context, we write S short for Sp,kG . Let bi, 1 ≤ i ≤ M , denote the usual nodal
basis of S. We assume that {bi : 1 ≤ i ≤M} forms a partition of unity on Γ.
For a detailed introduction to Galerkin boundary element methods we refer to
[33].
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The CQ-BEM discretization of (2) is given by: Find ϕ∆x
j ∈ S, 0 ≤ j ≤ N ,

such that
n∑
j=0

〈
Kn−jϕ∆x

j , ψ
〉

= 〈gn, ψ〉 , ∀ψ ∈ S and n = 0, . . . , N. (11)

Let P∆x : L2 (Γ)→ S be the orthogonal projection, i.e.,(
P∆xu, v

)
L2(Γ)

= (u, v)L2(Γ) ∀v ∈ S. (12)

Then, the Galerkin operator is defined by

K∆x
j := P∆xKj

(
P∆x

)∗
with the adjoint

(
P∆x

)∗
of P∆x

and (11) is equivalent to

n∑
j=0

K∆x
n−jϕ

∆x
j = g∆x

n ∀n = 0, . . . , N with g∆x
n := P∆xgn.

The matrix representation of (11) is given by introducing

ϕ∆x
j =

M∑
k=1

α∆x
j,k bk, r∆x

j := (〈gj , bk〉)Mk=1 ∀0 ≤ j ≤ N

and
K∆x
j = (aj,`,m)M`,m=1 with aj,`,m := (〈Kjbm, b`〉)Mm,`=1

and then to solve the algebraic system of equations for the coefficient vectors

αj :=
(
α∆x
j,k

)M
k=1

:

n∑
j=0

K∆x
n−jαj = r∆x

n ∀ 0 ≤ n ≤ N. (13)

Since K∆x
0 is nonsingular and g(x, t0) ≡ u(x, t0) = 0 (for the compatibility

conditions on the data), we have ϕ∆x
0 = 0. Therefore, the linear system is solved

for 1 ≤ n ≤ N .

3. Fast Solution Method by Panel Clustering

The linear system (13) has dimension (NM) × (NM) and its efficient gen-
eration and solution are the major bottlenecks in the overall numerical solution
process. In a first step one has to generate the block matrices K∆x

j ∈ CM×M
for 0 ≤ j ≤ N , and then the block triangular Toeplitz system has to be solved.

One fast approach employs the block Toeplitz structure of (13): the gen-
eration of the matrices K∆x

j requires O
(
NM2

)
operations while its solution

6



then can be performed with FFT-type techniques (cf. [26]) in O
(
NM2

)
oper-

ations up to logarithmic terms – instead of O
(
N2M2

)
operations for a naive

implementation.
In our paper we present an approach which aims for a complexity (up to

logarithmic terms) of O (NM) operations for the generation of the linear system
and O

(
N2M

)
for its solution. The development of a fast solver with linear

complexity is the topic of future research.
The approximation is based on panel clustering which was introduced in

[27] for the BDF2 discretization of the three-dimensional wave equation. The
panel-clustering method (see, e.g., [24], [16], [36], [33]) is a sparse representation
of the operators K∆x

j which allows for a fast matrix-vector multiplication

β = K∆x
n α.

Before going into the details we state that the kernel functions ωj (r) have a
peak around r ≈ tj , decay exponentially for r � tj , and have a “tail” towards
r = 0 which is not tending to zero. The idea of the panel clustering is to
subdivide the domain Γ×Γ into blocks (c1, c2) ⊂ Γ×Γ such that ωn allows for
a separable approximation

ωn (‖x− y‖) ≈
∑

(ν,µ)∈Mq

κ(ν,µ)
n (c1, c2) Φ(1)

c1,ν (x) Φ(2)
c2,µ (y) , (14)

for certain expansion functions Φ(1)
c,ν , Φ(2)

c,ν , expansion coefficients κ(ν,µ)
n (c1, c2),

and index set Mq.

3.1. Cluster Tree and Block Partitioning
We begin with the basic definitions. Let I := {1, . . . ,M} denote the index

set for the spatial basis functions bi, i ∈ I.

Definition 1. A cluster is a subset of I. The area of a cluster c is

supp (c) :=
⋃
j∈c

supp (bj)

and its diameter
dc := diam (supp (c)) .

The cluster box Qc is the (closed) minimal axes parallel rectangle which contains
supp (c) and its barycentre mc is the cluster center.

The minimal distance δmin and the maximal distance δmax of a pair of clus-
ters (c1, c2) are

δmin (c1, c2) := min {‖z‖ : z ∈ Qc1 −Qc2} , δmax (c1, c2) := max {‖z‖ : z ∈ Qc1 −Qc2} ,

where
Qc1 −Qc2 := {x− y : x ∈ Qc1 , y ∈ Qc2} .
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For the efficiency of the algorithm it is important not to consider all possible
clusters but impose the following tree structure.

Definition 2. The cluster tree T is a set of clusters which has the following
tree structure

1. I ∈ T
2. For any c ∈ T it holds

(a) either c = {i} consists of a single index (then c is said to be a leaf),
(b) or there are “sons” si ∈ T, 1 ≤ i ≤ nc, which are disjoint and satisfy

c =
nc⋃
i=1

si. The set {si : 1 ≤ i ≤ nc} is denoted by sons (c).

If c = {i} we set sons (c) = ∅.

Definition 3. For c ∈ T, the mollified characteristic function is

bc :=
∑
i∈c

bi

and the restriction of a function w : Γ× Γ→ C to a pair of clusters (c1, c2) is

w(c1,c2) (x, y) := bc1 (x)w (x, y) bc2 (y) . (15)

Next we will derive a minimal decomposition of I × I into admissible pairs
of clusters. Since the kernel functions ωn depend on the time step n, the de-
composition also depends on n and a given accuracy ε > 0. The admissibility
condition will be a consequence of the error analysis and ensures that the kernel
function ωn (‖x− y‖) can be approximated by a separable expansion (cf. (14))
with accuracy ε.

3.1.1. The Admissible Condition for Panel-Clustering for the Wave Equation
In this section, we will formulate the admissibility condition for panel-clustering

method for the wave equation which depends on the time step n. The defini-
tion will be justified by the local error analysis in Section 5.1. For the control
parameters η, c, C̃, δ0 = O (1) and 0 < ε � 1, the theory does not give sharp
enough insights on their optimal choice but only proves that these constants are
independent of the discretization parameters. We have performed numerical
experiments (see Section 7) and it turned out that η = C̃ = 1, δ0 = 3

2 , c = 1/2,
and ε = 10−8 are good choices for these parameters.

Definition 4. The admissibility function adm depends on control parameters
0 < ε � 1, 1 < δ0 < 2, and η, c, C̃ = O (1). For 0 ≤ n ≤ N , (c1, c2) ∈ T × T
the function adm ((c1, c2) , n) has the value:

1. “nonadm,FFT”, if both, c1 and c2, are leaves and

max {dc1 , dc2} > ηδmin (c1, c2) ; (16)
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2. “adm,far”, if the condition in Case 1 is violated and

δmin (c1, c2) ≥ δ0 max
{

∆t, tn

(
1 +

1√
n

)}
(17)

as well as

n ≥
log2 3

ε

(δ0 − 1)2 (18)

hold;
3. “adm,near”, if the conditions in Cases 1,2 are violated and

(δmax (c1, c2) ≤ ctn ∧ max {dc1 , dc2} ≤ ηδmin (c1, c2))
∨ (

δmin (c1, c2) ≥
(
2 +
√

2
)
tn ∧ max {dc1 , dc2} ≤ ηδmin (c1, c2))

(19)
as well as

2 + 4 log (n+ 1) ≤ 2

⌈
log C̃

ε

log 2

⌉
≤
√
n (20)

hold;
4. “adm,peak”, if the conditions in Cases 1-3 are violated and

ctn ≤ δmax (c1, c2)∧δmin (c1, c2) ≤
(

2 +
√

2
)
tn∧max {dc1 , dc2} ≤ η

δmin (c1, c2)√
n+ 1

(21)
holds;

5. “nonadm,direct”, if the conditions in Cases 1-4 are violated.

Next, we will formulate the procedure for the decomposition of I × I into
parts which correspond to the cases described in Definition 4. We start initial-
izing both, the sets Cadm,near

n , Cadm,far
n , Cadm,peak

n of admissible pairs of clusters
as well as the sets Cnonadm,FFT

n , Cnonadm,direct
n of non-admissible pairs of leaves

as the empty sets. For brevity we introduce

−→
Cn :=

{
Cadm,near
n , Cadm,far

n , Cadm,peak
n , Cnonadm,FFT

n , Cnonadm,direct
n

}
and call the procedure divide with

divide
(−→
Cn, (I, I) , n

)
;

and define the procedure as follows:

procedure divide
(−→
Cn, (c1, c2) , n

)
;

begin
if adm ((c1, c2) , n) =“nonadm,FFT”

then Cnonadm,FFT
n := Cnonadm,FFT

n ∪ {(c1, c2)}
elseif adm ((c1, c2) , n) =“adm, far” then Cadm,far

n := Cadm,far
n ∪ {(c1, c2)}
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elseif adm ((c1, c2) , n) =“adm,near” then Cadm,near
n := Cadm,near

n ∪{(c1, c2)}
elseif adm ((c1, c2) , n) =“adm,peak” then Cadm,peak

n := Cadm,peak
n ∪{(c1, c2)}

else
if1 c1 = {i} and c2 = {j}

then Cnonadm,direct
n := Cnonadm,direct

n ∪ {(c1, c2)}
else for (s1, s2) ∈ sons (c1, c2) divide

(−→
Cn, (s1, s2) , n

)
;

end;

Remark 5. Let Cadm
n := Cadm,near

n ∪Cadm,far
n ∪Cadm,peak

n and Cnonadm := Cnonadm,FFT
n ∪

Cnonadm,direct
n . The union of Cn := Cadm

n ∪ Cnonadm
n is a disjoint partitioning of

I × I. Note that the set Cnonadm,FFT
n does not depend on n and we write short

Cnonadm,FFT.

Since the basis functions bi form a partition of unity, any function w : Γ×Γ→
C satisfies

w =
∑

(c1,c2)∈Cn

w(c1,c2).

By using this decomposition the sesquilinear form 〈Knu, v〉 can be written
in the form

〈Knu, v〉 =
∑

({i},{j})∈Cnonadm
n

∫
supp(bi)×supp(bj)

v (x)ω({i},{j})
n (‖x− y‖)u (y) dΓydΓx

+
∑

(c1,c2)∈Cadm
n

∫
supp(c1)×supp(c2)

v (x)ω(c1,c2)
n (‖x− y‖)u (y) dΓydΓx.

Now we assume that the localized kernel function ω
(c1,c2)
n can be approxi-

mated on admissible clusters (c1, c2) ∈ Cadm
n by a separable expansion

ω(c1,c2)
n (‖x− y‖) ≈

∑
(ν,µ)∈Mq

κ(ν,µ)
n (c1, c2) Φ(1)

c1,ν (x) Φ(2)
c2,µ (y) , (22)

whereMq ⊂ N4
0 is an index set with q, typically, depending on the block (c1, c2)

and a given tolerance ε; Φ(1)
c1,ν and Φ(2)

c2,µ are suitable expansion functions and
κ

(ν,µ)
n (c1, c2) are the cluster-cluster interaction coefficients. In Section 3.2 we

explain how such a separable expansion can be derived from interpolation.

1The set of sons for a pair of clusters is defined by

sons (c1, c2) :=

8>><>>:
{(s1, s2) : s1 ∈ sons (c1) , s2 ∈ sons (c2)} if sons (c1) 6= ∅ ∧ sons (c2) 6= ∅,
{(s1, c2) : s1 ∈ sons (c1)} if sons (c1) 6= ∅ ∧ sons (c2) = ∅,
{(c1, s2) : s2 ∈ sons (c2)} if sons (c1) = ∅ ∧ sons (c2) 6= ∅,
∅ if sons (c1) = ∅ ∧ sons (c2) = ∅.
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Replacing the kernel function ω
(c1,c2)
n for the admissible integrals we obtain

the following approximate representation of the bilinear form

〈Knu, v〉 ≈
∑

({i},{j})∈Cnonadm
n

∫
supp(bi)×supp(bj)

v (x)ω({i},{j})
n (‖x− y‖)u (y) dΓydΓx

(23)

+
∑

(c1,c2)∈Cadm
n

∑
(ν,µ)∈Mq

κ(ν,µ)
n (c1, c2) J (1)

c1,ν (v) J (2)
c2,µ (u)

where the farfield coefficients are given by

J (1)
c,ν (v) :=

∫
supp(c)

Φ(1)
c,ν (x) v (x) dΓx and J (2)

c,ν (u) :=
∫

supp(c)

Φ(2)
c,ν (x)u (x) dΓx.

Let us assume (cf. (27)) that the function systems Φ(1)
c,ν and Φ(2)

c,ν satisfy the
following recursion: For all s ∈ sons (c) it holds

Φ(1)
c,ν =

∑
s∈sons(c)

∑
µ∈Mq

t
(1)
(c,s),(ν,µ)Φ

(1)
s,µ and Φ(2)

c,ν =
∑

s∈sons(c)

∑
µ∈Mq

t
(2)
(c,s),(ν,µ)Φ

(2)
s,µ

for some transfer coefficients t(1)
(c,s),(ν,µ), and t

(2)
(c,s),(ν,µ). Then the farfield coeffi-

cients can be computed by a recursion over the cluster tree: for all admissible
clusters c ∈ Cadm

n and sons s ∈ sons (c) we have

J (1)
c,ν (v) =

∑
s∈sons(c)

∑
µ∈Mq

t
(1)
(c,s),(ν,µ)J

(1)
s,µ (v) and J (2)

c,ν (u) =
∑

s∈sons(c)

∑
µ∈Mq

t
(2)
(c,s),(ν,µ)J

(2)
s,µ (u) .

(24)

3.2. Construction of a Separable Expansion by Interpolation

Let Θ̂ :=
{
ξ̂i : 0 ≤ i ≤ q

}
denote the Chebyshev interpolation points on the

interval [−1, 1] and let L̂i ∈ Pq, 0 ≤ i ≤ q, be the corresponding Lagrange
basis. For an interval τ := [a, b] we define the affine coordinate transform
χτ (x̂) := 1−x̂

2 a+ 1+x̂
2 b and the transformed Lagrange functions Lτ,i := L̂i ◦χ−1

τ .

The transformed interpolation points are ξτ,i := χτ

(
ξ̂i

)
.

LetMq := {0 ≤ i ≤ q}2. For a rectangle τ1×τ2 we define the two-dimensional
Lagrange functions for ν = (ν1, ν2) ∈Mq by

LQ,ν := Lτ1,ν1 ⊗ Lτ2,ν2

and the two-dimensional interpolation points by ξQ,ν := (ξτ1,ν1 , ξτ2,ν2)ᵀ. Let
(c1, c2) ∈ Cadm

n . We approximate ω
(c1,c2)
n (‖x− y‖) for (x, y) ∈ supp (c1) ×

supp (c2) by interpolation

ω(c1,c2)
n (‖x− y‖) ≈ ω(c1,c2)

n,q (x, y) (25)

:=
∑

(ν,µ)∈Mq×Mq

ωn
(
‖ξQ(c1),ν − ξQ(c2),µ‖

)
bc1 (x)LQ(c1),ν (x) bc2 (y)LQ(c2),µ (y) .
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By setting

Mq := Mq×Mq, κ(ν,µ)
n (c1, c2) := ωn

(
‖ξQ(c1),ν − ξQ(c2),µ‖

)
, Φ(1)

c,ν = Φ(2)
c,ν = bcLQ(c),ν ,

(26)
we have derived an expansion of the form (22) which obviously satisfy the re-
finement relation

Φ(1)
c,ν =

∑
s∈sons(c)

∑
µ∈Mq

t
(1)
(c,s),(ν,µ)Φ

(1)
s,µ with t

(1)
(c,s),(ν,µ) := Φ(1)

c,ν

(
ξQ(s),µ

)
. (27)

3.3. Definition of the Panel-Clustering Method
Let

ωpc
n (x, y) :=

∑
(c1,c2)∈Cnonadm

n

ω(c1,c2)
n (x, y) +

∑
(c1,c2)∈Cadm

n

ω(c1,c2)
n,q (x, y) , (28)

with ω
(c1,c2)
n,q as in (25). The panel-clustering approximation to the sesquilinear

form 〈Kn·, ·〉 : S × S → C is then given by

〈Knφ, ψ〉 ≈ 〈Kpc
n φ, ψ〉 =

∫
Γ

ψ (x)
(∫

Γ

ωpc
n (x, y)φ (y) dΓy

)
dΓx ∀φ, ψ ∈ S.

(29)
We have now all ingredients to formulate the CQ-BEM with panel clustering
for the discretization of the retarded potential integral equation (2). Let Kn be
defined as in (29). Then, we are seeking ϕpc,∆x

j ∈ S, 0 ≤ j ≤ N , such that

N∑
k=0

〈
Kpc
n−kϕ

pc,∆x
k , ψ

〉
=
∫

Γ

gnψ, ∀ψ ∈ S and n = 0, . . . , N. (30)

4. Algorithmic Realization

The efficient solution of the CQ-BEM with panel clustering (cf. (30)) em-
ploys a two-fold hierarchy: the geometric hierarchy via Definition 2 and the
hierarchy for the expansion functions by (24). Note that the “algebraization” of
this two-fold hierarchy is the key idea behind the H2-matrices which have been
introduced in [21] and further developed in [8].

4.1. Evaluation of the Kernel Functions ωn
Before we will formulate the algorithms for the different sub-problems in

the panel-clustering procedure, we will explain how the kernel functions ωn can
be evaluated efficiently. This a non-trivial task since the first definition in (6)
involves the evaluation of high order derivatives of the modified Bessel function
K0 and this is numerically unstable, while the contour integral representation
in (6) can be efficiently treated by FFT only if a value ωn (r) for a fixed r is
needed for all 0 ≤ n ≤ N as explained below.

12



We distinguish between the nearfield Cnonadm,FFT which is independent of
the time step n and the remaining parts of the partition which depend on n.
We set

δmin := min

{
δmin (c1, c2) : (c1, c2) ∈

(
N⋃
n=0

Cn

)
\Cnonadm,FFT

}
.

Note that condition (16) implies that δmin = O
(
M−1

)
. Let D := diam Γ and

our goal is to approximate ωn : [δmin, D]→ C uniformly for all 0 ≤ n ≤ N .
Recall the well-known error estimate for one-dimensional Chebyshev inter-

polation Iτ,q (f) ∈ Pq for a sufficiently smooth function f : τ → C on an interval
τ = [a, b] of length L

|f (r)− Iτ,q (f) (r)| ≤ Lq+1

22q+1 (q + 1)!

∥∥∥f (q+1)
∥∥∥
L∞(τ)

.

We employ the general estimate from [14, Theorem 1] (see (38)) to obtain∣∣∣ω(q)
n (r)

∣∣∣ ≤ Cq!(β√n+ 1
r

)q
and, in turn,

|ωn (r)− Iτ,q (ωn) (r)| ≤ C̃
(
βL
√
n+ 1

4a

)q+1

.

Hence, if we choose L ≤ 4ηa
β
√
n+1

for some 0 < η < 1, we obtain exponential
convergence. This condition is satisfied if we partition [δmin, D] into intervals
τi = [bi+1, bi] ⊂ [0, D] with bi+1 := bi − Li which satisfy

Li ≤
4η

β
√
N + 1

bi+1.

Such a partitioning can be easily constructed via the recursion b0 := D and

Li := 4η

β
√
N+1

(
1 + 4η

β
√
N+1

)−1

bi, (i.e., Li = 4η

β
√
N+1

(bi − Li) ,)
bi+1 := bi − Li.

Let ε := 4η

β
√
N+1

(
1 + 4η

β
√
N+1

)−1

and assume 0 < ε < 1 which is satisfied for
practical cases. Then, we get

bi = (1− ε)iD. (31)

We run this procedure for i = 0, . . . , i∗, where i∗ is the smallest integer such
that bi∗ < δmin, i.e.,

i∗ =

 log (D/δmin)

log
(

1
1−ε

)
 = O

(
log δ−1

min

ε

)
= O

(√
N + 1 logM

)
. (32)
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Hence, if we choose the sequence (bi)
i∗
i=0 as in (31) we have partitioned [δmin, D]

into i∗ intervals τi, where the Chebyshev interpolation satisfies

|ωn (r)− Iτi,q (ωn) (r)| ≤ C̃ηq+1 ∀t ∈ τi

uniformly for all 0 ≤ n ≤ N .
Let ξτi,j , 0 ≤ j ≤ q, denote the Chebyshev points in τi and let Θq :=

{ξτi,j : 0 ≤ j ≤ q, 0 ≤ i ≤ i∗} be the collection of all these Chebyshev points.
Then, it is sufficient to compute the values (ωn (ξ))ξ∈Θq

in order to obtain
a highly accurate Chebyshev interpolation of ωn in [δmin, D]. These values
can be computed by using the contour integral representation (6) along its
approximation by a trapezoidal rule with 2N + 1 points as recommended in
[29, 31]:

ωn (r) =
1

4π2 i

∮
C

K0

(
r γ(ζ)

∆t

)
ζn+1

dζ ≈ λ−n

2N + 1

2N∑
`=0

K0(rs`)ζ`n2N+1, (33)

where ζ2N+1 = exp
(

2π i
2N + 1

)
, s` =

γ(λζ−`2N+1)
∆t

.

Remark 6. As explained, e.g., in [6, Rem. 5.11], λ in (33) should be chosen in
the range

√
eps < λN < 1, where eps is the machine accuracy. In IEEE double

precision this is approximately 10−16; therefore the accuracy of the method is
limited by the choice λ > 10−8/N .

By employing FFT techniques the values (ωn (r))Nn=0 can be computed in
O (N logN) operations. Hence, the computation of all ωn (ξ), ξ ∈ Θq and
0 ≤ n ≤ N requires O

(
N3/2q (logN) (logM)

)
operations and O

(
N1/2q logM

)
quantities must be stored (cf. (32)). The evaluation of ωn (r) for some point
r ∈ [δmin, D] requires only O (q) operations.

We remark here that the choice of the degree q of the Chebyshev interpo-
lation of ωn is fixed to 6 in the forthcoming numerical tests, and it turns out
that the corresponding approximation error is negligible compared to the other
errors.

4.2. Preprocessing
4.2.1. Generation of the Cluster Tree

Let Q0 = (a1, a1 + L1) × (a2, a2 + L2) be an axes-parallel rectangle which
contains Γ. We set Q0 := {Q0} and for ` ≥ 1,

Q` :=
{
Q`,k : 1 ≤ k ≤ 22`

}
is the set of scaled, axis parallel rectangles Q`,k := A`,k+

(
0, 2−`L1

)
×
(
0, 2−`L2

)
which cover Q0. We emphasize that this tree has not be generated physically.
The following procedure generates the cluster tree – in fact it generates the tree

levels T`, 0 ≤ ` ≤ `max, and then T =
`max⋃
`=0

T`.

14



procedure generate cluster tree(Q, I,T)
begin
` := 0; s := ]I;
while s > 1 do begin
`max := `; s := 1;
for i ∈ I do begin

determine k such that2 the cluster center satisfies m{i} ∈ Q`,k;
c`,k := c`,k ∪ {i} ;
T` := T` ∪ {c`,k}
if ]c`,k > s then s := ]c`,k;
if ` 6= 0 then begin

determine j such that Q`,k ⊂ Q`−1,j

father (c`,k) := c`−1,j ;
sons (c`−1,j) := sons (c`−1,j) ∪ {c`,k};
for ν, µ ∈Mq do for r ∈ {1, 2} do t(r)(c`−1,j ,c`,k),(ν,µ) := Φ(r)

c`−1,j ,ν

(
ξQ(c`,k),µ

)
;

end;
end;
` := `+ 1;

end;
end;

4.2.2. Generation of the Matrix for the Non-Admissible Part
Remark 7. For the non-admissible pairs of leaves, the entries of the system
matrix have to approximated as usual by numerical quadrature. For any pair
of panels (τi, τj), which lies in the support of such a non-admissible pair of
leaves, we have implemented the following quadrature rules in our computer
program: For the singular cases, where τi = τj, we are using the k-smoothing
change of variables with k = 3 in combination with an 8-point Gauss-Legendre
rule as explained, e.g., in [13]. For the remaining cases, we directly apply 8-
point Gauss-Legendre quadrature. It turns out that the effect of this numerical
quadrature to the overall discretization error is negligible compared to the other
approximation errors for the problems considered in our numerical experiments.

a) ({i} , {j}) ∈ Cnonadm,direct.

The (sparse) matrices K(i,j)
n :=

(
a

(i,j)
n,`,k

)
({i},{j})∈Cnonadm,direct

n

for the non-

admissible part are defined for all pairs ({i} , {j}) ∈ Cnonadm,direct
n by

a
(i,j)
n,`,k =

{ ∫
supp(bk)

b` (x)
∫

supp(b`)
ω

(i,j)
n (‖x− y‖) bk (y) dΓydΓx (k, `) ∈ I × I,

0 otherwise.

2If the cluster center m{i} ∈ ∂Q`,k, a convention has to be employed such that m{i}
belongs only to one and only one rectangle in

˘
Q`,k, 1 ≤ k ≤ 22`

¯
.
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Note that only those indices (k, `) ∈ I×I lead to non-zero entries which belong
to

I2 (i, j) :=
{

(`, k) ∈ I × I : meas
(

(supp (b`)× supp (bk)) ∩ (supp (bi)× supp (bj))
)
> 0
}
.

The kernel function ω(i,j)
n (‖x− y‖) can be evaluated by using the pre-computed

approximations as explained in Section 4.1.
b) ({i} , {j}) ∈ Cnonadm,FFT.
Since the part Cnonadm,FFT of the non-admissible nearfield does not depend

on the time step n, we can evaluate, for any pair ({i} , {j}) ∈ Cnonadm,FFT and
any quadrature point (ξi,`, ξj,k) ∈ supp ({i}) × supp ({j}), the kernel functions
ωn (‖ξi,` − ξj,k‖) for 0 ≤ n ≤ N by using the FFT techniques already described
in Section 4.1.

4.2.3. Generation of the Cluster-Cluster Interaction Coefficients
For all (c1, c2) ∈ Cadm

n compute and store the cluster-cluster interaction co-
efficients κ(ν,µ)

n (c1, c2) for all (ν, µ) ∈ Mq × Mq. If interpolation is used for
approximation, these coefficients are given by (26) and the pre-computed ap-
proximations of the kernel functions ωn as explained in Section 4.1 are employed.

4.2.4. Generation of the Basis Farfield Coefficients
For all i, k ∈ I, for all ν ∈Mq, compute and store

J
(1),basis
{i},k,ν :=

∫
supp(bi)

Φ(1)
{i},ν (x) bk (x) dΓx and J

(2),basis
{i},k,ν :=

∫
supp(bi)

Φ(2)
{i},ν (x) bk (x) dΓx.

Note that, for i ∈ I, only those indices k ∈ I lead to non-zero entries which
belong to

Iloc (i) := {k ∈ I : meas (supp (bi) ∩ supp (bk)) > 0} .

4.3. Matrix-Vector Multiplication
Upwards Recursion:

The computation of the coefficients J (2)
c,ν := J

(2)
c,ν (u) for all c ∈ T is done by

calling the procedure upward pass for all c ∈ T. The procedure is defined by

procedure upward pass;
begin

for ` = `max downto 0 do begin
for c`,k ∈ T` do begin

if c`,k = {i} is a leaf then
(
J

(2)
{i},ν

)
ν∈Mq

:=
(∑

k∈Iloc(i) ukJ
(2),basis
{i},k,ν

)
ν∈Mq

else for all ν ∈Mq do J
(2)
c,ν :=

∑
s∈sons(c`,k)

∑
µ∈Mq

t
(2)
ν,µ,sJ

(2)
s,µ;

end;
end;

end;
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Evaluation of the Cluster-Cluster Coupling:

For the cluster-cluster coupling we compute for all clusters c1 ∈ T and ν ∈
Mq the values

B(ν)
n (c1) :=

∑
c2∈T

(c1,c2)∈Cadm
n

∑
µ∈Mq

κ(ν,µ)
n (c1, c2) J (2)

c2,µ (34)

Downwards Recursion:

The evaluation of the matrix-vector multiplication is based on (23) and per-
formed by calling the procedure downward pass which is defined as follows.

procedure downward pass;
begin

for ` = 0 to `max do begin
for c ∈ T` do begin

if c = I then
(
y

(µ)
n (c)

)
µ∈Mq

:=
(
B

(µ)
n (c)

)
µ∈Mq

else begin
determine the father of c, i.e., c`−1,k such that c ⊂ c`−1,k;
for all ν ∈Mq do y

(ν)
n (c) := B

(ν)
n (c) +

∑
µ∈Mq

t
(1)
µ,ν,cy

(µ)
n (c`−1,k);

end;
end;

end;
end;

Approximation of the Matrix-Vector Multiplication
The approximate evaluation of v := Knu is computed by the following

procedure. We assume that v is initialized by 0.

procedure mat vec mult;
begin

upward pass;
for c ∈ T for ν ∈Mq compute Bνn (c) (*according to (34)*);
downward pass;
for ({i} , {j}) ∈ Cnonadm

n for (`, k) ∈ I2 (i, j) do

v` := v` + a
(i,j)
n,`,kuk;

for i ∈ I for ` ∈ Iloc (i) do

v` := v` +
∑
µ∈Mq

J
(1),basis
{i},`,µ y(µ)

n ({i}) ; (35)

end;
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5. Error Analysis

5.1. Local Error Analysis on Pairs of Clusters
Our separable approximation is based on polynomial Chebyshev interpola-

tion and we will derive estimates for its accuracy depending on the order q. For
this, let (c1, c2) be an admissible block with corresponding cluster boxes Qc1
and Qc2 (cf. Definition 1). Let ω(c1,c2)

n and ω(c1,c2)
n,q be defined by (15) and (25).

We apply interpolation estimates for tensorized Chebyshev interpolation ([20,
Lemma A.1] to obtain∣∣∣ω(c1,c2)
n (‖x− y‖)− ω(c1,c2)

n,q (x, y)
∣∣∣ ≤ CLq+1

(
1 + log3 q

)
22q+1 (q + 1)!

max
z∈Qc1−Qc2
i∈{1,2}

∣∣∂q+1
zi ωn (‖z‖)

∣∣ ,
(36)

for all x ∈ Qc1 and y ∈ Qc2 , where C > 0 is some constant independent of
all parameters, L denotes the maximal side length of the boxes Qc1 and Qc2 .
Hence, the accuracy depends on the growth of derivatives of the weight function
ωj on admissible pairs of clusters.

We use Lemma 6.7 in [27] to estimate ∂q+1
zi ωn (‖z‖) in terms of the derivatives

of the univariate function ωn (r).

Lemma 8. For a q−times differentiable function f (r) it holds for q ≥ 1

∣∣∂qzif (‖z‖)
∣∣ ≤ Ĉqq! max

1≤ν≤q

1
ν!

∣∣f (ν) (‖z‖)
∣∣

‖z‖q−ν
. (37)

The behavior of ω(m)
n is analyzed in detail in [14] and Theorem 9 are direct

consequences of [14, Theorem 1].

Theorem 9. Let the time discretization be based on convolution quadrature

with the BDF1 scheme and the transfer function be given by K (r, z) =
1

2π
K0 (rz).

1. General estimate. For all n ∈ N0, m ≥ 1, and x > 0, the estimate∣∣∣ω(m)
n (r)

∣∣∣ ≤ β

2π
m!√
n+ 1

(
β
√
n+ 1
r

)m
(38)

holds for some β ≥ 1 (independent of m, n, ∆t, and r).
2. Refined estimates for small and large arguments.

(a) Small argument. There exists some constant β > 1 independent of
m,n,∆t, r such that for all n ≥ 0 and 1 ≤ m ≤ 1

2

√
n with the further

restriction on m: ⌊
m log (n+ 1)

4 log 2

⌋
≤ n+ 3

4
(39)
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and all

0 < r ≤ min
{
tn

2C0
,
tn+1

4β

}
(40)

it holds ∣∣∣ω(m)
n (r)

∣∣∣ ≤ β

2π
m!√
n+ 1

(
β

r

)m
. (41)

(b) Large argument. For all n ≥ 0 and m ≥ 1 + 2 log (n+ 1) it holds∣∣∣ω(m)
n (r)

∣∣∣ ≤ m!
(
β

r

)m
∀r >

{
0 n = 0, 1,
tn + tm (

√
n+ 2) n ≥ 2,

(42)
for some constant β ≥ 1 (independent of m, n, ∆t, and r).

3. Exponential decay. For m = 0 and r ≥ max
{

∆t, tn
(

1 + 1√
n

)}
, the func-

tion ωn is decaying exponentially

|ωn (r)| ≤ 3
exp

(
√
n

(
1− r

tn
“

1+ 1√
n

”))
√
n+ 1

. (43)

The combination of (36) with Lemma 8 and Theorem 9 allows to determine
the expansion order q (depending on (c1, c2) ∈ Cadm

n ) such that the error of the
Chebyshev interpolation is below some given threshold ε > 0.

Farfield Blocks. Let (c1, c2) ∈ Cadm,far
n satisfy (17) for some 1 < δ0 = O (1).

Then, from (43) we conclude that∣∣∣ω(c1,c2)
n (‖x− y‖)

∣∣∣ ≤ 3
exp (−

√
n (δ0 − 1))√
n+ 1

∀ (x, y) ∈ Qc1 ×Qc2

Hence, for given tolerance ε > 0, the condition (18) on the time step implies
that the approximation of ωn (‖x− y‖) on (c1, c2) by zero leads to an error ≤ ε.

Remark 10. For all blocks (c1, c2) ∈ Cadm,far
n , the corresponding matrix blocks

can be replaced by zero, and we formally express this by setting q := −1 and
ω

(c1,c2)
n,q (x, y) := 0 for all (x, y) ∈ supp (c1)× supp (c2).

Admissible Blocks outside the “Peak-Zone”. Let (c1, c2) ∈ Cadm,near
n satisfy (19)

for some c depending on C0 and β in (40), (42) and some 0 < η = O (1) which
will be fixed later. These conditions along the choice of q as in (44) imply the
conditions of Theorem 9.(2), i.e.,

∣∣∂qziωn (‖z‖)
∣∣ ≤ Cq!( β̃

‖z‖

)q
,
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where C and β̃ only depend on β in (41) and Ĉ in (37). The combination with
(36) yields with L := max {dc1 , dc2} for all z = x− y ∈ Qc1 −Qc2 :

∣∣∣ω(c1,c2)
n (‖x− y‖)− ω(c1,c2)

n,q (x, y)
∣∣∣ ≤ C̃ (1 + log3 q

)( Lβ̃

4 ‖z‖

)q+1

≤ Č

(
β̃η

4

)q+1

for an adjusted value of β̃. Hence the choice η ≤ 1/β̃ results in

sup
z=x−y∈Qc1−Qc2

∣∣∣ω(c1,c2)
n (‖x− y‖)− ω(c1,c2)

n,q (x, y)
∣∣∣ ≤ C̃

4q

and an accuracy of ε is achieved by choosing

q :=

⌈
log C̃

ε

log 4

⌉
. (44)

In view of the conditions in Theorem 9(2a) on the order of the derivative, we
have to assume that the time step n satisfies (20), while it is easy to verify that
then (39) also holds. The condition in (42) can be written in the form

δmin (c1, c2) ≥ tn
(

1 +
q√
n

(
1 +
√

2
))

and is implied by the condition

δmin (c1, c2) ≥
(

2 +
√

2
)
tn.

Remark 11. For all blocks (c1, c2) ∈ Cadm,near
n , the order of the Chebyshev

expansion is given by

q =

⌈
log C̃

ε

log 4

⌉
.

Admissible Blocks at the “Peak”. Let (c1, c2) ∈ Cadm,peak satisfy (21), where,
again, 0 < η = O (1) will be fixed later. Then, we employ the general estimate
(38) (for m ≥ 1) to obtain

∣∣∂qziωn (‖z‖)
∣∣ ≤ β

2π
√
n+ 1

Ĉqq!
(
β
√
n+ 1
‖z‖

)q
.

The combination with (36) results in the estimate for the Chebyshev interpola-
tion (with L := max {dc1 , dc2})

sup
z=x−y∈Qc1−Qc2

∣∣∣ω(c1,c2)
n (‖x− y‖)− ω(c1,c2)

n,q (x, y)
∣∣∣ ≤ Č ( ĈLβ√n+ 1

4 ‖z‖

)q+1

≤ Č

(
Ĉβη

4

)q+1
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with a constant Č depending only on Ĉ and β. The choice

η :=
(
Ĉβ
)−1

and q :=

⌈
log C̃

ε

log 4

⌉

then leads to

sup
z=x−y∈Qc1−Qc2

∣∣∣ω(c1,c2)
n (‖x− y‖)− ω(c1,c2)

n,q (x, y)
∣∣∣ ≤ C̃4−q ≤ ε.

Remark 12. For all blocks (c1, c2) ∈ Cadm,peak
n the order of the Chebyshev ex-

pansion is

q =

⌈
log C̃

ε

log 4

⌉
.

Remark 13. Definition 4 along the choices of the expansion order q for the
Chebyshev interpolation ensure that the panel-clustering approximation of the
quadrature weight ωn satisfies∣∣ωn (‖x− y‖)− ωPC

n (x, y)
∣∣ ≤ ε ∀x, y ∈ Γ. (45)

5.2. Stability and Consistency Analysis
In Section 5.1, an admissibility condition has been derived for pairs of clus-

ters so that the local approximation error is bounded by some given tolerance
ε > 0. In this section, we will study the influence of these local errors to the
overall solvability and accuracy of the full discretization. This will be a simple
consequence of the perturbation theory which has been developed for the CQ-
BDF2 discretization of the three-dimensional wave equation in [23], [31] but is
applicable verbatim to our case. The theory requires the following estimate of
‖V −1(s)‖H−1/2(Γ)←H1/2(Γ): Let σ > 0. Then, there exists M(σ), such that

‖V −1(s)‖H−1/2(Γ)←H1/2(Γ) ≤M(σ)|s|2 ∀Re(s) > σ . (46)

For a proof, we refer, e.g., to [37, Prop. 2.6.1]. In [23], it is also assumed that an
inverse inequality for the boundary element space holds: There exists a constant
Cinv > 0 such that

‖ψ‖L2(Γ) ≤ Cinv (∆x)−1/2 ‖ψ‖H−1/2(Γ) ∀ψ ∈ S (47)

holds. For a proof for quasi-uniform meshes we refer to [9].
The following theorem is a direct consequence of [23, Theorem 4.3].

Theorem 14. Let the discretization (30) be based on the panel-clustering CQ-
BEM with the BDF1 scheme and polynomials of degree p in (10). We assume
that the exact solution φ (·, t) is in Hp+1 (Γ) for any t ∈ [0, T ]. Then for any
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tolerance ε > 0 in (45) with 0 < ε < 1−e−σ∆t

2c∆cσ
(∆t)2 ∆x, the solutions φpc,∆x

n ,
0 ≤ n ≤ N , in (30) exist and satisfy the error estimate

∥∥∥φpc,∆x
∆t,n − φ (·, tn)

∥∥∥
H−1/2(Γ)

≤ Cg(tn)

(
ε

(∆t)5 ∆x
+ ∆t+ (∆x)p+3/2

)

holds, where Cg depends on the right-hand side g and on σ.

Corollary 15. Let the assumptions as in Theorem 14 be satisfied. Let

∆t ∼ (∆x)p+
3
2

and choose
ε ∼ (∆t)6 ∆x.

Then the solution φ̃n∆t,h exists and converges with optimal rate∥∥∥φ̃n∆t,h − φ (·, tn)
∥∥∥
H−1/2(Γ)

≤ Cg(tn)∆t ∼ Cg(tn) (∆x)p+
3
2 .

6. Complexity

In this section we will investigate the computational and storage complexity
for the CQ-BEM with panel clustering. We impose some simplifying assump-
tions in order to reduce technicalities.

• The spatial mesh is quasi-uniform, i.e.,

max
τ∈G

∆x
∆τ
≤ Cqu.

• There exist constants C1, C2 > 0 such that

C−1
1 2−` ≤ dc ≤ C12−` ∀c ∈ T` (48)

and for all (c1, c2) ∈ Cadm
n it holds

C−1
2 dc2 ≤ dc1 ≤ C2dc2 . (49)

For a proof of assumptions (48) and (49) under moderate assumptions on
Γ, we refer to the extended version of [32].

Next we will estimate the cardinalities of the various parts of the block
partitioning of Γ× Γ.

6.1. Farfield Blocks
For the farfield blocks in Cadm,far

n the matrices are replaced by zero and hence
no computational and storage complexity arises.
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6.2. Admissible Blocks outside the Peak Zone
Generously, we estimate the area covered by the admissible blocks in Cadm,near

n

by |Γ× Γ|. The pairs of admissible blocks are graded by the same condition
which is applied for the panel clustering method for the Laplace equation and
it is well known (cf., e.g., [21], [33], [15])

]Cadm,near
n ≤ CM.

6.3. Admissible Blocks at the Peak
The first two conditions in (21) imply that the area covered by the blocks in

Cadm,peak
n can be estimated from above, generously, by O (tn). Let (c1, c2) ∈
Cadm,peak
n . The third conditions in (21) imply that (c1, c2) is not the root
I × I but there exists a father (c̃1, c̃2) with (c1, c2)∈ sons ((c̃1, c̃2)) which does
not belong to Cadm,peak

n . Since δmax (c̃1, c̃2) ≥ δmax (c1, c2) and δmin (c̃1, c̃2) ≤
δmin (c1, c2), the first two conditions in (21) are valid and, hence, the last one
must be violated:

max {dc̃1 , dc̃2} > η
δmin (c̃1, c̃2)√

n+ 1
.

Furthermore, we have

ctn ≤ δmax (c̃1, c̃2) ≤ δmin (c̃1, c̃2) + dc̃1 + dc̃2 ≤ (1 + 2η) δmin (c̃1, c̃2) (50)

and we obtain
max {dc̃1 , dc̃2} >

cη

(1 + 2η)
tn√
n+ 1

.

Assumptions (48) and (49) imply

min {dc1 , dc2} >
cη

(1 + 2η)
tn√
n+ 1

.

Hence,

]Cadm,peak
n ≤ C tn(

cη
(1+2η)

tn√
n+1

)2 ≤ C
n+ 1
tn

≤ CN.

A summation over all 0 ≤ n ≤ N yields

N∑
n=0

]Cadm,peak
n ≤ CN2.

6.4. Non-Admissible Pairs of Panels
The nearfield consists of the non-admissible pairs of panels Cnonadm

n :=
Cnonadm,FFT ∪ Cnonadm,direct

n . The condition (16) for Cnonadm,FFT is the same
as the one for the standard panel-clustering method for Laplace’s equation so
that ]Cnonadm,FFT = O (M).

To estimate the cardinality of the remaining non-admissible pairs of leaves,
it suffices to consider under what circumstances the last condition in (21) is
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violated. Since δmin (c1, c2) ≥ ctn (cf. (50)) this case produces non-admissible
pairs of panels only if

∆x > c̃η
√
n∆t (51)

because, otherwise, the “procedure divide” will divide the blocks until the last
condition (21) is satisfied and the pair becomes admissible. However, from (51)
we conclude that the number of blocks which violate the third condition in (21)
is bounded by O (M) and, in most cases, is zero.

According to Remark 7 the amount of work for the approximation of each
conventional matrix elements is O (1).

6.5. Complexity of the Panel-Clustering Algorithm
We have seen that the number of admissible and non-admissible blocks are

bounded by

N∑
n=0

]Cadm
n ≤ CN (N +M) and ]Cnonadm

n ≤ CM.

The recursive structure of the “procedure divide” implies that the generation of
the block partitions in the algorithm requires in total O (N (N +M)) operations
for all time steps. Consequently the storage complexity for the generation of
the cluster-cluster interaction coefficients and the basis farfield coefficients is
bounded by O

(
N (M +N) q4

)
, where q ∼ log 1

ε and ε ∼ (∆t)6 ∆x. The total
computational cost is O

(
N (M +N) q5

)
and this quintic scaling with respect

to q is due to the fact that the evaluation of each pre-computed kernel function
(cf. Section 4.1) requires O (q) operations.

The computation of the matrix entries related to pairs of leaves in Cnonadm,FFT

requires the evaluation of the kernel functions ωn, 0 ≤ n ≤ N , at O (M) quadra-
ture points (cf. Remark 7). As explained in Section 4.2.2 we employ FFT
techniques; so this step requires O (MN logN) operations for all 0 ≤ n ≤ N .

The CPU time for the evaluation of a matrix-vector multiplication in the
panel-clustering format is O

(
N (M +N) q4

)
and dominated by the evaluation

of the cluster-cluster coupling. The additional storage amount for the matrix-
vector multiplication is negligible.

7. Numerical Results

The first part of the numerical experiments concerns the number of blocks
in the different parts of the partitions Cnonadm

n , Cadm
n of Γ× Γ.

Example 1.. Let us consider equation (1), where Ω is the disk of radius 1. We
approximate the boundary Γ with the polygonal boundary whose nodes are ob-
tained by a uniform partition of Γ into M intervals. For the space discretization,
we consider piecewise constant functions associated to the uniform spatial mesh.
For the time discretization, we choose a uniform partition of the interval [0, T ]
into N subintervals. We construct the cluster tree according to the procedure
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generate cluster tree and apply the procedure divide at each time step tn
by choosing ε = 1E− 08 and η = 1. In Figures 1 we depict the sparse structure
of K∆x

n for different time steps tn which illustrates the movement of the discrete
light cone through the spatial domain Γ× Γ with increasing time step tn.

We recall that the storage requirement for the panel clustering approxima-
tion is of order O(M + N) for each n = 0, · · · , N , and the total storage is
O(N (M +N)). In Figure 2, we compare the computed storage requirements
with the theoretical ones as well as with the memory storage required by the full
matrix representation, which is O(M2) for each n = 0, · · · , N , and O(NM2)
globally. The bottom right picture in Figure 2 nicely illustrates the linear growth
O (NM) of the storage requirements for the partitions of the panel-clustering
method.

7.1. The construction of an exact solution
In order to test the panel-clustering algorithm and to show the efficiency

of the sparse representation of the block matrices, it is important to have a
reference solution at hand. Since no exact solution of the retarded potential
equation is known in two dimensions, we are interested here in deriving an
explicit representation of the solution of the semi-discrete problem obtained by
considering a time discretization of the equation (2) in the case Γ is the unit
circle.

To this aim, we start by determining the eigenfunctions φm and eigenvalues
λn,m

Knφm = λn,mφm (52)

of the integral operator

Knφ (x) :=
∫

Γ

ωn (‖x− y‖)φ (y) dΓy

defined on the unit circle Γ :=
{
x ∈ R2 | ‖x‖ = 1

}
.

It turns out that the eigenvalues λn,m can be expressed in terms of Bessel
functions and we recall the relevant definitions. From [1, 9.6.3 and 9.6.4], we
have, for integers n ∈ N0, the relations

In (z) = (− i)n Jn (i z) and Kn (z) =
π

2
in+1H(1)

n (i z)

with Jn and In being the Bessel and modified Bessel functions of first kind,
respectively, Kn the modified Bessel functions of second kind and H

(1)
n the

Hankel functions. From [3, Theorem 8] it follows that, for the function φm (α) :=
exp (± imα), α ∈ [−π, π[ and any m ∈ N0, it holds

Lkφm = λm (k)φm with λm (k) :=
π i
2
Jm (k)H(1)

m (k)

and
Lkφ (x) :=

∫
Γ

i
4
H

(1)
0 (k ‖x− y‖)φ (y) dΓy
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Figure 1: Example 1. Structure of the matrices K∆x
n , for n = 1, 4, 16, 32, 64, with M = 96

and N = 64. The admissible blocks belonging to to Cadm,far
n are colored turquoise, those

belonging to Cadm,near
n are colored blue, the non admissible blocks belonging to Cnonadm,FFT

n

are colored pink and those belonging to Cnonadm,direct
n are colored violet.

26



10
1

10
2

10
3

10
4

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

C
ar

di
na

lit
y 

of
 C

no
na

dm
,d

ire
ct

M

 

 
n=1
n=32
n=64
n=96
n=128
O(M)

O(M2)

10
1

10
2

10
3

10
4

10
1

10
2

10
3

10
4

10
5

10
6

10
7

C
ar

di
na

lit
y 

of
 C

no
na

dm
,F

F
T

M

 

 
n=1
n=32
n=64
n=96
n=128
O(M)

O(M2)

10
1

10
2

10
3

10
4

10
1

10
2

10
3

10
4

10
5

10
6

10
7

C
ar

di
na

lit
y 

of
 C

ad
m

,n
ea

r

M

 

 
n=1
n=32
n=64
n=96
n=128
O(M)

O(M2)

10
1

10
2

10
3

10
4

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

 

 

sumn Cadm,near

sumn Cnonadm,direct

sumn Cnonadm,FFT

NM2

NM

Figure 2: Example 1. Storage comparison for T = 10, N = 128 and increasing values of
M : the Cnonadm,direct fields (top-left), the Cnonadm,FFT fields (top-right), the Cadm,near fields
(bottom-left) for different time steps, and the total storage requirement (bottom-right). In
this setting the Cadm,far field is empty.
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again on the unit circle Γ. Hence, we conclude that

K0φm (x) =
1

2π

∫
Γ

K0

(
‖x− y‖

∆t

)
φm (y) dΓy =

∫
Γ

i
4
H

(1)
0

(
i

∆t
‖x− y‖

)
φm (y) dΓy

= λm

(
i

∆t

)
φm(x).

Note that

λm

(
i

∆t

)
=
π i
2
Jm

(
i

∆t

)
H(1)
m

(
i

∆t

)
= Im

(
1

∆t

)
Km

(
1

∆t

)
.

For n > 0, we use Cauchy’s integral representation

ωn (d) =
1

2πn!

∂nK0

(
γ(ζ)
∆t d

)
∂ζn

∣∣∣∣∣∣
ζ=0

=
1

(2π)2 i

∫
C

K0

(
γ(z)
∆t d

)
zn+1

dz

with γ (ζ) = 1 − ζ for the BDF1 method and C is a circle around 0 ∈ C with
radius < 1. By interchanging the ordering of integration we obtain

Knφ (x) =
1

(2π)2 i

∫
C

∫
Γ

K0

(
γ(z)
∆t ‖x− y‖

)
zn+1

φ (y) dΓydz.

Hence,

(Knφm) (x) =
1

(2π)2 i

∫
C
z−n−1

∫
Γ

K0

(
γ (z)
∆t
‖x− y‖

)
φm (y) dΓydz

=
1
n!

(
n!

2π i

∫
C
z−n−1Im

(
γ (z)
∆t

)
Km

(
γ (z)
∆t

)
dz

)
φm(x)

=
1
n!
∂nζ

(
Im

(
γ (ζ)
∆t

)
Km

(
γ (ζ)
∆t

))∣∣∣∣
ζ=0

φm(x)

By setting λn,m := 1
n! ∂

n
ζ

(
Im

(
γ(ζ)
∆t

)
Km

(
γ(ζ)
∆t

))∣∣∣
ζ=0

, the relation (52) holds

true. Note that the evaluation of λn,m in this form is numerically very unstable
and we recommend to use a representation of the derivative ∂nζ as a contour
integral and its approximation by the trapezoidal rule.

Next, we employ the eigenpairs (λn,m, φm) to construct an exact solution of
the time-discrete problem (8) for a right-hand side of the form

gm (t, x) := α (t)φm (x) , i.e., gn,m (x) = αnφm (x) with αn := α (tn) .

We choose some coefficient vector β = (βj)
N
j=0 ∈ RN+1 which satisfies

∑n
j=0 λn−j,mβj =

αn for 0 ≤ n ≤ N . Then, it is easy to verify that

ϕm,j := βjφm, j = 0, . . . , N (53)
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Figure 3: Real(left) and imaginary(right) parts of the exact solution of the semidiscrete prob-
lem for m = 2, T = 1 and N = 32.

is the exact solution of
n∑
j=0

Kn−jϕm,j = gn,m, n = 0, . . . , N.

We discretize this equation by the Galerkin boundary element method and
compare the performance of the original Galerkin BEM with its sparse ap-
proximation by panel clustering. We replace the right-hand side gn,m by its
interpolant

gn,m(x) = αnφm(x) ≈ αn
M∑
i=1

φm,ibi(x) with φm := (φm,i)
M
i=1 = (φm (xi))

M
i=1

and bi denoting the Lagrange basis for the boundary element space. Then, the
Galerkin system has the following block Toeplitz form:

n∑
j=0

K∆x
n−jϕ

∆x
m,j = αnBφm

with the mass matrix B =
(

(bi, bj)L2(Γ)

)M
i,j=1

.

In Figure 3 we show the interpolation of the time-discrete solution corre-
sponding to the choice α(t) = t4e−2t, m = 2, for T = 1 and N = 32.

In the following numerical tests we will construct the approximate solu-
tion by using the proposed panel-clustering algorithm. We restrict to the BDF1
convolution quadrature and Galerkin BEM with piecewise constant ansatz func-
tions. We will compare this solution with the one obtained by applying the
original, unperturbed Galerkin approach described in Section 2.
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All the numerical computation has been performed on a PC with Intel Corer

i3-3217U CPU (1.80 GHz). To perform our numerical testing we have written
standard (i.e., sequential) Matlabr codes.

Example 3. Let Γ be the unit circle where we prescribe the Dirichlet data by
gm(t, x) = α(t)φm(x) defined in Section 7.1, with α(t) = t4e−2t. We consider
a uniform subdivision of Γ into M panels. First, we fix the number of time
steps N = 8 and study the convergence of the method with respect to the
spatial refinement. We denote by ϕ∆x

∆t,j the solution obtained by applying the
full Galerkin scheme in space and by ϕpc,∆x

∆t,j the one obtained by applying the
panel clustering method. Since the exact solution is known, we can compute
the relative errors defined by (cf. (53))

ErrGal = max
0 ≤ j ≤ N

‖ϕj,m − ϕ∆x
∆t,j‖L2(Γ)

‖ϕj,m‖L2(Γ)
, (54)

ErrPC = max
0 ≤ j ≤ N

‖ϕj,m − ϕpc,∆x
∆t,j ‖L2(Γ)

‖ϕj,m‖L2(Γ)
. (55)

In Table 1 we report the behavior of the errors defined in (54) and (55) for
m = 2, T = 1, and N = 8, and choose the control parameter for the panel
clustering by ε = 1E − 08 and η = 1, i.e., constant for each time step tn.
Moreover, we report the memory storage, expressed in Kilobytes (Kb) and the
CPU time (in seconds) for the full Galerkin and the panel clustering method
(these quantities are denoted in the table by the acronym MemGal and MemPC,
and CPUGal and CPUPC, respectively) We vary the degree q of the polynomial
approximation in order to show the rapid convergence of the panel-clustering
method to the unperturbed Galerkin method. In the same setting, in Table 2
we report the errors, the memory storage and the CPU time with respect to
both space and time refinements.

The following observations can be deduced from the results depicted in Ta-
bles 1:

1. Convergence with respect to the polynomial approximation order q
The convergence of the panel-clustering solution towards the solution of
the unperturbed CQ-BEM discretization is rapid. If we choose for this
example the polynomial order q according to the function

q (M) =
⌊

1
4

log2

(
M

6

)⌋
, (56)

which quite slowly increases with respect to M , the Galerkin error in all
cases satisfies

ErrPC ≤ 3
2

ErrGal .

We emphasize that there are important practical applications, where the
surface Γ is very complicated and requires a large number of panels to be
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Table 1: Relative errors defined in (54) and (55), data storage comparison (Kb) and CPU
comparison (sec), for m = 2, T = 1 and N = 8.

M ErrGal ErrPC q MemGal MemPC MemGal

MemPC CPUGal CPUPC CPUGal

CPUPC

24 3.05E-01 3.05E-01 0 3.69E+01 3.22E+01 1.14 2.07E+00 6.24E+00 0.33
48 1.52E-01 1.65E-01 0 1.47E+02 6.79E+01 2.17 8.30E+00 1.45E+01 0.57

1.52E-01 1 4.36E+02 0.34 1.97E+01 0.44
96 7.56E-02 4.62E-01 0 5.90E+02 1.31E+02 4.51 3.21E+01 2.38E+01 1.35

7.58E-02 1 8.39E+02 0.70 3.68E+01 0.86
7.56E-02 2 3.90E+03 0.15 8.22E+01 0.39

192 3.78E-02 7.75E-01 0 2.36E+03 2.67E+02 8.85 1.28E+02 5.24E+01 2.43
3.92E-02 1 1.73E+03 1.36 6.84E+01 1.87
3.78E-02 2 8.06E+03 0.29 1.32E+02 0.97

384 1.89E-02 1.26E+00 0 9.44E+03 4.81E+02 19.62 4.89E+02 6.19E+01 6.22
2.48E-02 1 2.99E+03 3.15 1.30E+02 3.77
1.90E-02 2 1.39E+04 0.68 2.74E+02 1.78

768 9.45E-03 1.90E+00 0 3.78E+04 9.08E+02 41.58 1.95E+03 1.54E+02 12.65
2.11E-02 1 5.59E+03 6.75 2.84E+02 6.87
1.00E-02 2 2.58E+04 1.46 4.99E+02 3.91
9.45E-03 3 8.03E+04 0.47 9.33E+02 2.09

1536 4.72E-03 2.35E-02 1 1.51E+05 1.11E+04 13.64 7.95E+03 6.03E+02 13.18
6.70E-03 2 5.11E+04 2.95 1.24E+03 6.41
4.72E-03 3 1.59E+05 0.95 2.48E+03 3.21

3072 2.36E-03 7.01E-03 2 6.04E+05 1.01E+05 6.01 2.83E+04 2.42e+03 11.69
2.37E-03 3 3.12E+05 1.93 5.85E+03 4.84

31



Table 2: Relative errors defined in (54) and (55), data storage comparison (Kb) and CPU
comparison (sec), for m = 2, T = 1.

M N ErrGal ErrPC q MemGal MemPC MemGal

MemPC CPUGal CPUPC CPUGal

CPUPC

48 4 1.52E-01 1.96E-01 0 7.37E+01 2.97E+01 2.48 9.34E+00 8.78E+00 1.06
1.52E-01 1 1.87E+02 0.39 1.18E+01 0.79

96 8 7.56E-02 4.62E-01 0 5.90E+02 1.31E+02 4.51 3.96E+01 3.04E+01 1.30
7.58E-02 1 8.39E+02 0.70 3.75E+01 1.06
7.56E-02 2 3.90E+03 0.15 6.23E+01 0.64

192 16 3.78E-02 7.40E-01 0 4.72E+03 6.09E+02 7.74 1.82E+02 1.49E+02 1.22
3.89E-02 1 4.05E+03 1.16 1.26E+02 1.44
3.78E-02 2 1.89E+04 0.25 3.21E+02 0.57

384 32 1.89E-02 1.11E+00 0 3.77E+04 2.39E+03 15.78 8.85E+02 3.33E+02 2.66
3.76E-02 1 1.57E+04 2.40 7.66E+02 1.16
1.90E-02 2 7.34E+04 0.51 1.39E+03 0.64

768 64 9.45E-03 3.59E-02 1 3.02E+05 5.98E+04 5.05 4.87E+03 1.84E+03 2.65
1.14E-02 2 2.79E+05 1.08 5.08E+03 0.96
9.48E-03 3 8.70E+05 0.35 1.25E+04 0.39

1536 128 4.72E-03 7.30E-02 1 2.42E+06 2.40E+05 10.05 3.68E+04 7.27E+03 5.06
1.78E-02 2 1.12E+06 2.15 1.77E+04 2.08
5.29E-03 3 3.49E+06 0.69 3.71E+04 0.99
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resolved. In this case, the “initial” M is much larger than in our example
while the corresponding (unperturbed) Galerkin error still is not small.
For such application, the choice of even smaller values of q as compared
to (56) is recommended.

2. Storage requirement and CPU time
(a) Unperturbed CQ-BEM. Table 1 clearly illustrates the sharpness of

the theoretically expected quadratic increase of both, the storage and
CPU time, for the unperturbed Galerkin method with respect to M .

(b) CQ-BEM with panel clustering. We have estimated both, the storage
complexity and the CPU time (for fixed N) by O

(
Mq4

)
(storage)

and O
(
Mq5

)
(CPU). For fixed q ∈ {0, 1, 2, 3}, Table 1 nicely demon-

strates the sharpness of the theoretical complexity estimates with
respect to M . It also can be observed that the increase q → q + 1,
as expected, has a significant effect due to the quartic/quintic scal-
ing with respect to the expansion order q; however the increase of
q depending on M and N is at most logarithmically. The memory
savings increase from a factor 1.2 for the initial choice of M to a
factor 6 − 13 for the refined meshes while the savings for the CPU
time increase up to a factor 5− 10 for the refined meshes.

In Table 2 we have doubled both, the number of spatial mesh points and
the number of time steps in each refinement level. Hence, a “linear increase”
with respect to the total number of unknowns from level to level corresponds to
O (N`+1M`+1) = O (4N`M`), i.e., to a factor 4. Note that for the unperturbed
Galerkin method the complexity scales as O

(
NM2

)
which corresponds to an

increase of a factor 8 from level to level. These theoretically expected growth
behavior with increasing refinement levels for the CPU time and memory re-
quirements can clearly be observed in Table 2.

In summary, we have shown that the predicted log-linear complexity (mem-
ory and CPU-time) is clearly visible in our numerical examples for the new
panel-clustering method.

Finally, in Figure 4 we compare the exact solution and the approximate ones
for T = 10 and m = 0. Since in this case the solution is a constant function of
the space variable for any fixed time t, we report the profiles of the solutions at
a fixed point P = (1, 0) ∈ Γ.
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