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Abstract. The perturbative Chern–Simons theory is studied in a finite-di-
mensional version or assuming that the propagator satisfies certain properties
(as is the case, e.g., with the propagator defined by Axelrod and Singer). It
turns out that the effective BV action is a function on cohomology (with shifted
degrees) that solves the quantum master equation and is defined modulo cer-
tain canonical transformations that can be characterized completely. Out of
it one obtains invariants.
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1. Introduction

Since its proposal in Witten’s paper [18], Chern–Simons theory has been a source
of fruitful constructions for 3-manifold invariants. In the perturbative framework
one would like to get the invariants from the Feynman diagrams of the theory. These
may be shown to be finite, see [2]. However, as in every gauge theory, one has to fix
a gauge and then one has to show that the result, the invariant, is independent of
the gauge fixing. In the case when one works around an acyclic connection, this was
proved in [2], but this assumption rules out the trivial connection. Gauge-fixing
independence for perturbation theory around the trivial connection of a rational
homology sphere was proved in [1] and, for more general definitions for the prop-
agator, in [11] and in [3]. The flexibility in the choice of propagator allows one to
show that the invariant is of finite type [13].

The case of general 3-manifolds was not treated in detail, even though the propa-
gators described in [2, 11, 3] are defined in general. The main point is the presence of
zero modes, namely—working around the trivial connection—elements of de Rham
cohomology (with shifted degree) of the manifold tensor the given Lie algebra. Out
of formal properties of the BV formalism, it is however clear [14, 15, 7, 6] what the
invariant in the general case (of a compact manifold) should be: a solution of the
quantum master equation on the space of zero modes modulo certain BV canonical
transformations. This effective action has already been studied—but only modulo
constants—in [7], which has been a source of inspiration for us.

In the first part of this note, we make this precise and mathematically rigorous
working with a finite-dimensional version [17] of Chern–Simons theory, where the
algebra of smooth functions on the manifold is replaced by an arbitrary finite-
dimensional dg Frobenius algebra (of appropriate degrees). We are able to produce
the solution to the quantum master equation on cohomology and to describe the
BV canonical transformations that occur. Out of this we are able to describe the
invariant in the case of cohomology concentrated in degree zero and three (the
algebraic version of a rational homology sphere) and to extract invariants in case
the first Betti number is one or, more generally, when the Frobenius algebra is
formal.

In the second part we revert to the infinite-dimensional case and show that what-
ever we did in the finite-dimensional case actually goes through if the propagator
satisfies certain properties. It is good news that the propagator introduced by Ax-
elrod and Singer in [2] does indeed satisfy them. In particular, we get an invariant
for framed 3-manifolds as described in Theorem 1 on page 29.

The problems with this scheme are that there is little flexibility in the choice
of propagator and that the invariants are defined up to a universal constant that
is very difficult to compute. (Notice that this constant is the same that appears
anyway in the case of rational homology spheres in [2, 3]). For the general case,
that is of a propagator as in [11] or [3], we are able to show that all properties but
one can easily be achieved. We reduce the last property to Conjecture 1 on page 27
which we hope to be able to prove in a forthcoming paper.

During the preparation of this note, we have become aware of independent work
by Iacovino [10] on the same topic.

Acknowledgements. We are grateful to K. Costello and D. Sinha for insightful
discussions. We also thank C. Rossi and J. Stasheff for useful remarks.
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2. Effective BV action

Let1 (F ,σ) be a finite-dimensional graded vector space endowed with an odd
symplectic form σ ∈ Λ2F∗ of degree -1, which means σ(u, v) "= 0 ⇒ |u|+ |v| = 1 for
u, v ∈ F . The space of polynomial functions Fun(F) := S•F∗ is a BV algebra with
anti-bracket {•, •} and BV Laplacian2 ∆ generated by the odd symplectic form σ.

In coordinates: let {ui} be a basis in F and {xi} be the dual basis in F∗. Let
us denote σij = σ(ui, uj). Then

σ =
∑

i,j

(−1)gh(xi)σij δxi ∧ δxj

∆f =
1
2

∑

i,j

(−1)gh(xi)(σ−1)ij ∂

∂xi

∂

∂xj
f

{f, g} = f




∑

i,j

(σ−1)ij

←−
∂

∂xi

−→
∂

∂xj



 g

In our convention σij = −σji and we call grading on Fun(F) the “ghost number”:
gh(xi) = −|ui|.

Suppose (F ′,σ′) is another odd symplectic vector space and ι : F ′ ↪→ F is an
embedding (injective linear map of degree 0) that agrees with the odd symplectic
structure:

σ′(u′, v′) = σ(ι(u′), ι(v′))
for u′, v′ ∈ F ′. Then F can be represented as

(1) F = ι(F ′)⊕ F ′′

where F ′′ := ι(F ′)⊥ is the symplectic complement of the image of ι in F with
respect to σ. Hence the algebra of functions on F factors

Fun(F) ∼= Fun(F ′)⊗ Fun(F ′′)
(the isomorphism depends on the embedding ι). Since (1) is an (orthogonal) de-
composition of odd symplectic vector spaces, the BV Laplacian also splits:

(2) ∆ = ∆′ + ∆′′

Here ∆′ is the BV Laplacian on Fun(F ′), associated to the odd symplectic form
σ′, and ∆′′ is the BV Laplacian on F ′′ associated to the restricted odd symplectic
form σ|F ′′ .

Let S ∈ Fun(F)[[!]] be a solution to the quantum master equation (QME):

∆eS/! = 0 ⇔ 1
2
{S, S}+ ! ∆S = 0

(the BV action on F). Let also L ⊂ F ′′ be a Lagrangian subspace in F ′′. We define
the effective (or “induced”) BV action S′ ∈ Fun(F ′)[[!]] by the fiber BV integral

(3) eS′(x′)/! =
∫

L
eS(ι(x′)+x′′)/!µL

1This Section is an adaptation of Section 4.2 from [16].
2In the general case, on an odd-symplectic graded manifold, the BV Laplacian ∆ is constructed

from the symplectic form and a consistent measure (the “SP -structure”). But here we treat only
the linear case, and an odd-symplectic graded vector space (F , σ) is automatically an SP -manifold
with Lebesgue measure (the constant Berezinian) µF .
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where µL is the Lebesgue measure on L and we use the notation x =
∑

i uixi for
the canonical element of F ⊗ Fun(F), corresponding to the identity map F → F ,
and analogously for x′ ∈ F ′ ⊗ Fun(F ′), x′′ ∈ F ′′ ⊗ Fun(F ′′)

Proposition 1. The Effective action S′ defined by (3) satisfies the QME on F ′,
i.e.

∆′eS′/! = 0

Proof. This is a direct consequence of (2) and the BV-Stokes theorem (integrals
over Lagrangian submanifolds of BV coboundaries vanish):

∆′eS′(x′)/! = ∆′
∫

L
eS(ι(x′)+x′′)/!µL =

∫

L
(∆−∆′′)eS(ι(x′)+x′′)/!µL =

=
∫

L
∆eS(ι(x′)+x′′)/!µL −

∫

L
∆′′eS(ι(x′)+x′′)/!µL = 0

In the last line the first term vanishes due to QME for S, while the second term is
zero due to the BV-Stokes theorem. !

The BV integral (3) depends on a choice of embedding ι : F ′ ↪→ F and La-
grangian subspace L ⊂ F ′′ (notice that F ′′ = ι(F ′)⊥ itself depends on ι). We
call the pair (ι,L) the “induction data” in this setting. We are interested in the
dependence of the effective BV action S′ on deformations of induction data.

Recall that a generic small Lagrangian deformation LΨ of a Lagrangian subman-
ifold L ⊂ F ′′ is given by a gauge fixing fermion Ψ ∈ Fun(L) of ghost number -1. If
(qa, pa) are Darboux coordinates on F ′′ such that L is given by p = 0, then LΨ is

LΨ =
{

(q, p) : pa = − ∂

∂qa
Ψ

}
⊂ F ′′

In our case we are interested in linear Lagrangian subspaces and thus only allow
quadratic gauge fixing fermions.

A general small deformation of induction data (ι,L) from (F ,σ) to (F ′,σ′) can
be written as

(4) ι -→ ι + δι⊥ + δι|| , L -→ (idF − ι ◦ (δι⊥)T )LΨ

where the “perpendicular part” of the deformation of the embedding δι⊥ : F ′ → F
is a linear map of degree 0 satisfying δι⊥(F ′) ⊂ F ′′, while the “parallel part” is
of the form δι|| = ι ◦ δφ|| with δφ|| : F ′ → F ′ a linear map of degree 0 satisfying
(δφ||)T = −δφ|| (i.e. δφ|| lies in the Lie algebra of the group of linear symplecto-
morphisms δφ|| ∈ sp(F ′,σ′)). We use superscript T to denote transposition w.r.t.
symplectic structure. Thus it is reasonable to classify small deformations into the
three following types:

• Type I: small Lagrangian deformations of Lagrangian subspace L -→ LΨ

leaving the embedding ι intact.
• Type II: small perpendicular deformations of the embedding ι -→ ι + δι⊥

accompanied by an associated deformation3 of the Lagrangian subspace

(5) L -→ (idF − ι ◦ (δι⊥)T )L

3Formula (5) is explained as follows: one can express the deformation of the embedding as
ι + δι⊥ = (idF + δΦ) ◦ ι, where δΦ = δι⊥ ◦ ιT − ι ◦ διT⊥ ∈ sp(F , σ), so that idF + δΦ is an
infinitesimal symplectomorphism of the space F , accounting for the deformation of ι. Then (5)
just means L $→ (idF + δΦ) ◦ L.
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(this is necessary since here we deform the splitting (1) and L is supposed
to be a subspace of the deformed F ′′).

• Type III: small parallel deformations of the embedding

ι -→ ι + δι|| = ι ◦ (idF ′ + δφ||)

leaving L intact.
A general small deformation (4) is the sum of deformations of types I, II, III.

We call the following transformation of the action

(6) S -→ S̃ = S + {S, R}+ !∆R

(regarded in first order in R) the infinitesimal canonical transformation of the action
with (infinitesimal) generator R ∈ Fun(F)[[!]] of ghost number -1. Equivalently

(7) eS/! -→ eS̃/! = eS/! + ∆(eS/!R)

The transformed action also solves the QME (in first order in R). Infinitesimal
canonical transformations generate the equivalence relation on solutions of QME.

Lemma 1. If the action S is changed by an infinitesimal canonical transforma-
tion S -→ S + {S, R} + !∆R, then the effective BV action is also changed by an
infinitesimal canonical transformation

(8) S′ -→ S′ + {S′, R′}′ + !∆′R′

with generator R′ ∈ Fun(F ′)[[!]] given by fiber BV integral

(9) R′ = e−S′/!
∫

L
eS/!R µL

Proof. This follows straightforwardly from (2), the BV-Stokes theorem and the
exponential form of canonical transformations (7):

eS′/! -→ eS̃′/! =
∫

L
(eS/! + ∆(eS/!R))µL =

= eS′/! + ∆′
∫

L
eS/!R µL +

∫

L
∆′′(eS/!R) µL

︸ ︷︷ ︸
0

= eS′/! + ∆′(eS′/!R′)

with R′ given by (9). !
Proposition 2. Under general infinitesimal deformation of the induction data
(ι,L) as in (4) the effective BV action S′ is transformed canonically (up to constant
shift):

(10) S′ -→ S′ + {S′, R′}′ + !∆′(R′ −R′III)

with generator

(11) R′ = σ′(x′, δφ|| x′)
︸ ︷︷ ︸

R′
III

+e−S′/!
∫

L
eS/!(Ψ + σ(x′′, δι⊥ x′)) µL

Proof. The deformation (4) can be represented in the form

ι -→ (idF + δΦ) ◦ ι , L -→ (idF + δΦ)L
where δΦ ∈ sp(F ,σ) is the infinitesimal symplectomorphism given by

δΦ = {•, Ψ}+ (δι⊥ ◦ ιT − ι ◦ διT⊥) + δι|| ◦ ιT
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Here {•, Ψ} = exp({•, Ψ}) − idF is understood as the (infinitesimal) flow gener-
ated by Hamiltonian vector field {•, Ψ} in unit time. The pull-back (idF + δΦ)∗ :
Fun(F) → Fun(F) acts on functions as canonical transformation

(12) f -→ f + {f, R}

with generator given by

R =
1
2
σ(x, δΦ x) = Ψ︸︷︷︸

RI

+ σ(x, (δι⊥ ◦ ιT )x)︸ ︷︷ ︸
RII

+
1
2
σ(x, (δι|| ◦ ιT )x)

︸ ︷︷ ︸
RIII

It is important to note that only the third term (the effect of type III deformation)
contributes to ∆R:

∆R = ∆′R = ∆RIII =
1
2

StrF ′δφ||

(StrF ′ denotes supertrace over F ′) and ∆′′R = 0. The latter implies that (idF +
δΦ)∗µL = µL. Now we can compute the transformation of the effective BV action
S′ due to infinitesimal change of induction data:

(13) eS′/! -→ eS̃′/! =
∫

L
(idF + δΦ)∗eS/!µL =

= e−StrF′δφ||

∫

L
e(S+{S,R}+!∆R)/!µL = e−StrF′δφ||e(S′+{S′,R′}′+!∆′R′)/!

Here we used Lemma 1 and the generator is given by (9):

R′ = e−S′/!
∫

L
eS/!RµL = e−S′/!

∫

L
eS/!(Ψ+σ(x, (δι⊥◦ιT )x)+

1
2
σ(x, (δι||◦ιT )x))µL

which yields (11). At last note that 1
2 StrF ′δφ|| = ∆′ 1

2σ′(x′, δφ||x′) = ∆′R′III which
explains the constant shift in (10). !

Remark 1. If we were treating BV actions as log-half-densities (meaning that eS/!

is a half-density), we would write an honest canonical transformation (8) instead
of (10), with no −!∆′R′III shift. This is because the pull-back (idF + δΦ)∗ would
then be acting on S by transformation (6) instead of (12). But in practice one
works with effective BV actions defined by a normalized BV integral: if the initial
BV action is of the form S = S0 + Sint with S0 quadratic in fields (the “free part”
of BV action) and Sint the “interaction part”, one usually defines

eS′(x′)/! =
1
N

∫

L
eS(ι(x′)+x′′)/!µL

with the normalization factor N =
∫
L eS0(x

′′)/!µL. The effective action defined
via a normalized BV integral is indeed a function rather than log-half-density, and
transforms according to (10) under change of induction data.

3. Toy model for effective Chern–Simons theory on zero-modes:
effective BV action on cohomology of dg Frobenius algebras

By a dg Frobenius algebra (C, d,m, π) we mean a unital differential graded com-
mutative algebra C with differential d : C• → C•+1 and (super-commutative, asso-
ciative) product m : S2C → C, endowed in addition with a non-degenerate pairing
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π : S2C → R of degree −k (which means π(a, b) "= 0 ⇒ |a|+ |b| = k; and k is some
fixed integer), satisfying the following consistency conditions:

π(da, b) + (−1)|a|π(a, db) = 0(14)
π(a,m(b, c)) = π(m(a, b), c)(15)

for a, b, c ∈ C.
By a dg Frobenius–Lie4 algebra (A, d, l,π) we mean a differential graded Lie

algebra A with differential d : A• → A•+1 and Lie bracket l : ∧2A → A, endowed
with a non-degenerate pairing π : S2A→ R of degree −k satisfying the conditions

π(A, l(B,C)) = π(l(A,B), C)(16)
π(dA, B) + (−1)|A|π(A, dB) = 0(17)

for A,B, C ∈ A.
If g is an (ordinary) Lie algebra with non-degenerate ad-invariant inner product

πg : S2g → R (one calls such Lie algebras “quadratic”) and (C, d,m, π) is a dg
Frobenius algebra, then (g⊗ C, d, l, πg⊗C) is a dg Frobenius–Lie algebra. Here one
defines d(X⊗a) := X⊗da, l(X⊗a, Y ⊗ b) := [X, Y ]⊗m(a, b), πg⊗C(X⊗a, Y ⊗
b) := πg(X, Y ) π(a, b). We will usually write π instead of πg⊗C .

Example 1. If M is a closed (compact, without boundary) orientable smooth
manifold of dimension D, then de Rham algebra Ω•(M) is a dg Frobenius algebra
with de Rham differential, wedge product and Poincare pairing

∫
M • ∧ • of degree

−D. If g is a finite-dimensional Lie algebra with invariant non-degenerate trace tr,
then the algebra Ω•(M, g) = g⊗Ω•(M) of g-valued differential forms on M is a dg
Frobenius–Lie algebra with pairing tr

∫
M • ∧ • of degree −D.

3.1. Abstract Chern–Simons action from a dg Frobenius algebra. Let
(C, d,m, π) be a finite dimensional non-negatively graded dg Frobenius algebra with
pairing π of degree -3

C = C0 ⊕ C1[−1]⊕ C2[−2]⊕ C3[−3]

We denote by Bi = dim Hi(C) the Betti numbers. Due to non-degeneracy of π, there
is an isomorphism π$ : C• ∼= (C3−•)∗ (the Poincare duality). Induced pairing on
cohomology is also automatically non-degenerate, and so Poincare duality descends
to cohomology: π$ : H•(C) ∼= (H3−•(C))∗. Hence B0 = B3, B1 = B2. We will
suppose in addition that B0 = B3 = 1 (so that C models the de Rham algebra of a
connected manifold).

Let g be a finite dimensional quadratic Lie algebra of coefficients and let (g ⊗
C, d, l,π) be the corresponding dg Frobenius–Lie structure on g ⊗ C. Then we can
construct an odd symplectic space of BV fields

F = g⊗ C[1]

with odd symplectic structure of degree -1 given by

(18) σ(sA, sB) = (−1)|A|π(A, B)

Here s : g⊗ C → g⊗ C[1] is the suspension map. Let us also introduce the notation
ω for the canonical element of (g⊗ C)⊗Fun(F) corresponding to the desuspension

4Alternatively one could use the term “cyclic dg Lie algebra”.



8 ALBERTO S. CATTANEO AND PAVEL MNËV

map s−1 : F → g ⊗ C. If {eI} is a basis in C and {Ta} is an orthonormal basis in
g, then we can write

ω =
∑

I,a

TaeI ωIa

where {ωIa} are the corresponding coordinates on F . By abuse of terminology
we call ω the “BV field”. Let us introduce notations for the structure constants:
πIJ = π(eI , eJ), mIJK = π(eI ,m(eJ , eK)), fabc = πg(Ta, [Tb, Tc]), dIJ = π(eI , deJ).
We will also use the shorthand notation for degrees |I| = |eI |. In terms of π the
BV Laplacian and the anti-bracket are

∆f =
1
2

∑

I,J,a

(π−1)IJ ∂

∂ωIa

∂

∂ωJa
f

{f, g} = f




∑

I,J,a

(−1)|I|+1(π−1)IJ

←−
∂

∂ωIa

−→
∂

∂ωJa



 g

Proposition 3. The action S ∈ Fun(F) defined as

(19) S :=
1
2
π(ω, dω) +

1
6
π(ω, l(ω,ω)) =

=
1
2

∑

I,J,a

(−1)|I|+1dIJωIaωJa +
1
6

∑

I,J,K,a,b,c

(−1)|J| (|K|+1)fabcmIJKωIaωJbωKc

satisfies the QME with BV Laplacian defined by the odd symplectic structure (18)
on F .

Proof. Indeed, let us check the CME:

1
2
{S, S} =

1
8
{π(ω, dω),π(ω, dω)}+ 1

12
{π(ω, dω),π(ω, l(ω, ω))}+ 1

72
{π(ω, l(ω,ω)),π(ω, l(ω, ω))}

= −1
2
π(ω, d2ω)− 1

2
π(ω, dl(ω, ω))− 1

8
π(ω, l(ω, l(ω,ω))) = 0

The first term vanishes due to d2 = 0, the second — due to the Leibniz identity for
g⊗ C, since property (16) implies

1
2
π(ω, dl(ω,ω)) =

1
6
π (ω, dl(ω, ω)− l(dω, ω) + l(ω, dω)) ,

and the third term is zero due to the Jacobi identity for g ⊗ C. Next, check the
quantum part of the QME:

! ∆S = −! 1
2

Strg⊗C d− ! 1
2

Strg⊗C l(ω, •) = 0

Here the first term vanishes since d raises degree and the second term vanishes due
to unimodularity of Lie algebra g. !

The BV action (19) can be viewed as an abstract model (or toy model, since
C is finite dimensional) for Chern–Simons theory on a connected closed orientable
3-manifold. We associate such a model to any finite dimensional non-negatively
graded dg Frobenius algebra C with pairing of degree −3 and B0 = B3 = 1, and
arbitrary finite dimensional quadratic Lie algebra of coefficients g. We are interested
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in the effective BV action for (19) induced on cohomology F ′ = H•(C, g)[1]. We
will now specialize the general induction procedure sketched in Section 2 to this
case.

3.2. Effective action on cohomology. Let ι : H•(C) ↪→ C• be an embedding of
cohomology into C. Note that ι is not just an arbitrary chain map between two
fixed complexes, but is also subject to condition ι([a]) = a + d(. . .) for any cocycle
a ∈ C. This implies in particular that the only allowed deformations of ι are of the
form ι -→ ι + d δI where δI : H•(C) → C•−1 is an arbitrary degree -1 linear map.
This is indeed a type II deformation (in the terminology of Section 2), while type
III deformations are prohibited in this setting.

Let also K : C• → C•−1 be a symmetric chain homotopy retracting C• to H•(C),
that is a degree -1 linear map satisfying

dK + Kd = idC − P ′(20)
π(Ka, b) + (−1)|a|π(a,Kb) = 0(21)

K ◦ ι = 0(22)

where P ′ = ι ◦ ιT : C → C is the orthogonal (w.r.t. π) projection to the representa-
tives of cohomology in C. We require the additional property

(23) K2 = 0

Remark 2 (cf. [9]). An arbitrary linear map K0 : C• → C•−1 satisfying just (20)
can be transformed into a chain homotopy K with all the properties (20,21,22,23)
via a chain of transformations K0 -→ K1 -→ K2 -→ K3 = K where

K1 =
1
2
(K0 −KT

0 )

K2 = (idC − P ′) K1 (idC − P ′)(24)
K3 = K2 d K2(25)

Having ι and K we can define a Hodge decomposition for C into representatives
of cohomology, d-exact part and K-exact part:

(26) C = im(ι)⊕ Cd−ex︸ ︷︷ ︸
im(d)

⊕ CK−ex︸ ︷︷ ︸
im(K)

Properties (21), (22), (23) and skew-symmetry of differential (14) imply the orthog-
onality properties for Hodge decomposition (26):

im(ι)⊥ = Cd−ex⊕CK−ex , (Cd−ex)⊥ = im(ι)⊕Cd−ex , (CK−ex)⊥ = im(ι)⊕CK−ex

In terms of Hodge decomposition (26) the splitting (1) of the space of BV fields
F = g⊗ C[1] is given by

g⊗ C[1]︸ ︷︷ ︸
F

= ι(H•(C, g)[1])︸ ︷︷ ︸
ι(F ′)

⊕ g⊗ Cd−ex[1]⊕ g⊗ CK−ex[1]︸ ︷︷ ︸
F ′′

and we choose the Lagrangian subspace

(27) LK = g⊗ CK−ex[1] ⊂ F ′′

We define the “effective BV action on cohomology” (or “on zero-modes”) W ∈
Fun(F ′)[[!]] for an abstract Chern–Simons action (19) by a normalized fiber BV
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integral

(28) eW (α)/! =
1
N

∫

LK

eS(ι(α)+ω′′)/!µLK

where

(29) N =
∫

LK

eS0(ω
′′)/!µLK

is the normalization factor and

S0(ω′′) =
1
2
π(ω′′, dω′′)

is the free part of the action S. To lighten somewhat the notation, we denoted the
effective action by W instead of S′ and the BV field associated to F ′ = H•(C, g)[1]
by α instead of ω′. Let {ep} be a basis of the cohomology H•(C). Then α =∑

a,p Taepαpa where αpa are coordinates on F ′ with ghost numbers gh(αpa) =
1− |ep|. We have the following decomposition of S(ι(α) + ω′′):

(30) S(ι(α) + ω′′) =
1
6
π(ι(α), l(ι(α), ι(α)))

︸ ︷︷ ︸
Wprod(α)

+
1
2
π(ω′′, dω′′)

︸ ︷︷ ︸
S0(ω′′)

+

+
1
2
π(ω′′, l(ι(α), ι(α))) +

1
2
π(ι(α), l(ω′′,ω′′)) +

1
6
π(ω′′, l(ω′′,ω′′))

︸ ︷︷ ︸
Sint(α,ω′′)

The perturbation expansion for (28) is obtained in a standard way and can be
written as

(31) W (α) = Wprod(α) + ! log
(
e−! 1

2 π−1( ∂
∂ω′′ ,K ∂

∂ω′′ )|ω′′=0 ◦ eSint(α,ω′′)/!
)

=

=
∞∑

l=0

!l
∞∑

n=0

∑

Γ∈Gl,n

1
|Aut(Γ)|WΓ(α)

Where Gl,n denotes the set of connected non-oriented Feynman graphs with vertices
of valence 1 and 3 (we would like to understand them as trivalent graphs with
“leaves” allowed, i.e. external edges), with l loops and n leaves. The contribution
WΓ(α) of each Feynman graph Γ ∈ Gl,n is a homogeneous polynomial of degree n
in {αpa} and of ghost number 0 obtained by decorating each leaf of Γ by ιIpα

pa,
each trivalent vertex by fabcmIJK and each (internal) edge by δabKIJ , and taking
contraction of all indices, corresponding to incidence of vertices and edges in Γ.
One should also take into account signs for contributions, which can be obtained
from the exponential formula for perturbation series (31). The cubic term

(32) Wprod(α) =
1
6
π(ι(α), l(ι(α), ι(α))) =

=
1
6

∑

a,b,c

∑

p,q,r

(−1)|eq| (|er|+1)fabcµpqrα
paαqbαrc

is the contribution of the simplest Feynman diagram Γ0,3, the only element of
G0,3. Here µpqr = π(ι(ep),m(ι(eq), ι(er))) are structure constants of the induced
associative product on H•(C) (hence the notation Wprod).
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Remark 3. The perturbative expansion (31) is related to homological perturbation
theory (HPT) in the following way. Denote by cl,n(α) = n!

∑
Γ∈Gl,n

1
|Aut(Γ)|WΓ(α)

the total contribution of Feynman graphs with l loops and n leaves to the effective
action (31), with additional factor n!. Then each

cl,n ∈ Sn(F ′∗) ∼= Hom(∧n(H•(C, g)), R)

can be understood as a (super-)anti-symmetric n-ary operation on cohomology
H•(C, g), taking values in numbers. Now suppose ln ∈ Hom(∧n(H•(C, g)),H•(C, g))
are the L∞ operations on cohomology, induced from dg Lie algebra g⊗C (by means
of HPT). Then it is easy to see that c0,n+1(α0, . . . , αn) = π′(α0, ln(α1, . . . ,αn)) and
trees for HPT (the Lie version of trees from [12], cf. also [9]) are obtained from
Feynman trees for W (α) by assigning one leaf as a root and inserting the inverse
of pairing5 (π′)−1 there, or vice versa: Feynman trees are obtained from trees of
HPT by reverting the root6 with π′ and forgetting the orientation of edges (cf.
Section 7.2.1 of [16]). Thus we can loosely say that the BV integral (28) defines
a sort of “loop enhancement” of HPT for a cyclic dg Lie algebra g ⊗ C. Also,
in this language (due to A. Losev), using the BV-Stokes theorem to prove that
the effective action W satisfies the quantum master equation can be viewed as the
loop-enhanced version of using the HPT machinery to prove the system of quadratic
relations (homotopy Jacobi identities) on induced L∞ operations ln.

Let us introduce a Darboux basis in H•(C). Namely, let e(0) = [1] be the basis
vector in H0(C), the cohomology class of unit 1 ∈ C0 (recall that we assume B0 =
dimH0(C) = 1) and let e(3) be the basis vector in H3(C), satisfying π′(e(0), e(3)) = 1
(i.e. e(3) is represented by some top-degree element v = ι(e(3)) ∈ C3, normalized by
the condition π(1, v) = 1). Let also {e(1)i} be some basis in H1(C) and {ei

(2)} the
dual basis in H2(C), so that π′(e(1)i, e

j
(2)) = δj

i . The BV field α is then represented
as

α =
∑

a

e(0)Taαa
(0) +

∑

a,i

e(1)iTaαia
(1) +

∑

a,i

ei
(2)Taαa

(2)i +
∑

a

e(3)Taαa
(3)

In Darboux coordinates {αa
0 ,αia

(1),α
a
(2)i,α

a
(3)} the BV Laplacian on F ′ is

∆′ =
∑

a

∂

∂αa
(0)

∂

∂αa
(3)

+
∑

a,i

∂

∂αia
(1)

∂

∂αa
(2)i

It is also convenient to introduce g-valued coordinates on F ′:

α(0) =
∑

a

Taαa
(0) , αi

(1) =
∑

a

Taαia
(1) , α(2)i =

∑

a

Taαa
(2)i , α(3) =

∑

a

Taαa
(3)

5We use notation π′ = π(ι(•), ι(•)) : C⊗ C → R for the induced pairing on cohomology H•(C).
By a slight abuse of notation, we also use π′ to denote the pairing on H•(C, g) induced from πg⊗C .

6This means the following: let T be a binary rooted tree with n leaves, oriented towards the
root; let T̄ be the non-oriented (and non-rooted) tree with n + 1 leaves, obtained from T by
forgetting the orientation (and treating the root as additional leaf). Then the weight WT̄ (α)
of T̄ as a Feynman graph and the contribution lT of tree T (without the symmetry factor) to
the induced L∞ operation ln are related by WT̄ (α) = π′(α, lT (α, . . . , α

︸ ︷︷ ︸
n

)). Pictorially this is

represented by inserting a bivalent vertex (associated to the operation π′(•, •)) at the root of T .
Both edges incident to this vertex are incoming, thus we say that the root becomes reverted.
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The ghost numbers of α(0),α
i
(1),α(2)i,α(3) are 1, 0, -1, -2 respectively. In terms of

this Darboux basis, the trivial part (32) of the effective action is

Wprod(α) =

=
1
2

∑

a,b,c

fabcα
a
(0)α

b
(0)α

c
(3)−

∑

a,b,c

∑

i

fabcα
a
(0)α

ib
(1)α

c
(2)i+

1
6

∑

a,b,c

∑

i,j,k

fabcµijkαia
(1)α

jb
(1)α

kc
(1) =

=
1
2
πg(α(3), [α(0), α(0)])

︸ ︷︷ ︸
W 003

prod

−
∑

i

πg(α(0), [αi
1,α(2)i])

︸ ︷︷ ︸
W 012

prod

+
1
6

∑

i,j,k

µijk πg(αi
(1), [α

j
(1),α

k
(1)])

︸ ︷︷ ︸
W 111

prod

Here µijk is the totally antisymmetric tensor of structure constants of multiplication
of 1-cohomologies: µijk = π(ι(e(1)i),m(ι(e(1)j), ι(e(1)k))).

Proposition 4. The effective BV action W , induced from the abstract Chern–
Simons action (19) on F ′ = H•(C, g)[1] has the form

(33) W (α) = Wprod(α) + F (α1
(1), . . . ,α

B1
(1); !)

where F ∈
(
Fun(gB1)[[!]]

)g is some !-dependent function on H1(C, g)[1] ∼= gB1 ,
invariant under the diagonal adjoint action of g, i.e.

(34) F (α1
(1) + [X, α1

(1)], . . . ,α
B1
(1) + [X,αB1

(1)]; !) = F (α1
(1), . . . ,α

B1
(1); !) mod X2

at the first order in X ∈ g.

Proof. Ansatz (33) follows from the observation that the values of individual Feyn-
man graphs Γ "= Γ0,3 in (31) depend only on the 1-cohomology: WΓ = WΓ({αi

(1)}).
The argument is as follows: suppose not all leaves of Γ are decorated with insertions
of 1-cohomology. Then, since gh(WΓ) = 0, there is at least one leaf decorated with
insertion of 0-cohomology. Since ι(H0(C)) = R · 1, the value of Γ will contain one
of the expressions K2(· · · ), K(ι(· · · )). Hence Feynman diagrams with insertion of
cohomology of degree "= 1 vanish due to (22), (23). This proves (33).

By construction, W has to satisfy the QME (Proposition 1). The QME for an
action satifying ansatz (33) is equivalent to ad-invariance of F (34):

1
2
{W,W}′ + !∆′W = {W 012

prod, F}′ =
∑

i

∑

a,b,c

fabcα
a
(0)α

ib
(1)

∂

∂αic
(1)

F =

=
∑

i

〈
[α(0),α

i
(1)],

∂

∂αi
(1)

〉

g

F

where < •, • >g denotes the canonical pairing between g and g∗.
Another explanation of (34) is the following: if g is the Lie algebra of the Lie

group G, then the original abstract Chern–Simons action (19) is invariant under the
adjoint action of G, i.e. ω -→ gωg−1 for g ∈ G. The embedding ι and the choice of
the Lagrangian subspace L ⊂ F ′′ are also compatible with this symmetry. Hence
W (α) is also invariant under the adjoint action of G: α -→ gαg−1, and (34) is the
infinitesimal form of this symmetry. !

Remark 4. There is another argument for ansatz (33) that can be formulated on
the level of BV integral (28) itself, rather than on the level of Feynman diagrams.
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Namely, the restriction of Sint(α, ω′′) (we refer to decomposition (30)) to the La-
grangian subspace LK does not depend on α(0). This means that the only term
depending on α(0) in (30) is the trivial one Wprod(α), constant on LK . Hence the
non-trivial part of the effective action W (α) −Wprod(α) does not depend on α(0).
Since it also has to be of ghost number zero, it can only depend on α(1).

3.3. Dependence of the effective action on cohomology on induction data.
The effective action W (α) depends on induction data (ι, K), and we are interested
in describing how W (α) changes due to the deformation of (ι,K).

In the terminology of Section 2, the type I deformations of induction data are of
the form ι -→ ι, K -→ K + [d, δκ] where δκ : C•d−ex → C•−2

K−ex is a skew-symmetric
linear map of degree -2. The corresponding deformation of the Lagrangian sub-
space LK is described by the gauge fixing fermion Ψ = 1

2π(ω, d δκ d ω). Type II
deformations change embedding as ι -→ ι + d δI where δI : H•(C) → C•−1

K−ex, and
change chain homotopy in a minimal way (so as not to spoil properties (22), (20)):
K -→ K + ι δIT − δI ιT . Type III transformations are forbidden in this setting, as
discussed above (we have a canonical surjective map from ker d ⊂ C to H•(C) that
sends the cocycle α to its cohomology class [α]).

Due to Proposition 2, an infinitesimal deformation of (ι,K) induces an infinites-
imal canonical transformation of W (α)

W -→ W + {W,R′}′ + !∆′R′

with generator given by the fiber BV integral
(35)

R′(α) = e−W (α)/!
∫

LK

eS(ι(α)+ω′′)/!
(

1
2
π(ω′′, d δκ dω′′) + π(ω′′, d δIα)

)
µLK

This integral is evaluated perturbatively in analogy with (31):

(36) R′(α) =

e−W (α)/! · e−! 1
2 π−1( ∂

∂ω′′ ,K ∂
∂ω′′ )

∣∣∣
ω′′=0

◦

◦
(

eSint(α,ω′′)/! · (1
2
π(ω′′, d δκ dω′′) + π(ω′′, d δIα))

)
=

∞∑

l=0

!l
∞∑

n=0

∑

ΓM∈GM
l,n

1
|Aut(ΓM )|R

′
ΓM (α)

Here the superscript M stands for “marked edge”, GM
l,n is the set of connected

non-oriented trivalent graphs with l loops and n leaves and either one leaf or one
internal edge marked. Values of Feynman graphs R′ΓM (α) are now homogeneous
polynomials of degree n and ghost number -1 on F ′, obtained by the same Feynman
rules as for WΓ(α), supplemented with a Feynman rule for marked edge: we decorate
the marked leaf with δII

pαpa and marked internal edge with δabδκIJ .

Proposition 5. The generator of the the infinitesimal canonical transformation
induced on the effective BV action W (α) by the infinitesimal change of induction
data (ι, K) has the following form:

(37) R′(α) =
∑

a,i

αa
(2)iG

ia(α1
(1), . . . , α

B1
(1); !)
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where G =
∑

a,i Gia ∂
∂αia

(1)
∈ (Vect(gB1)[[!]])g is some !-dependent vector field on

H1(C, g)[1] ∼= gB1 , equivariant under the diagonal adjoint action of g, i.e.
(38)

Gi(α1
(1) + [X, α1

(1)], . . . , α
B1
(1) + [X, αB1

(1)]; !) = [X,Gi(α1
(1), . . . ,α

B1
(1); !)] mod X2

at first order in X ∈ g, for all i = 1, . . . , B1 (and we set Gi :=
∑

a TaGia). The
canonical transformation with generator (37) in terms of ansatz (33) is

(39) F -→ F + G ◦ (W 111
prod + F ) + ! div(G)

Proof. The argumentat for ansatz (37) is pretty much the same as for (33): the
value R′ΓM (α) of each Feynman graph ΓM ∈ GM

l,n is linear in α(2) and does not
depend on α(0),α(3) for the following reason: Unless we decorate one leaf of ΓM

by α(2) and all other leaves by α(1), some leaf has to be decorated by α(0) (since
the total ghost number of R′ΓM (α) has to be -1). Then the contribution of this
decoration of ΓM vanishes due to ι(H0(C)) = R · 1 and the vanishing of the ex-
pressions δI(e(0)), K2, K δκ, δκ K, Kι, δκ ι, one of which necessarily appears
as contribution of a neighborhood of the place of insertion of 0-cohomology on the
Feynman graph. This proves ansatz (37).

The equivariance of G (38) is equivalent to the fact that a canonical transfor-
mation with generator (37) preserves ansatz (33) for W (α). Indeed, if G were not
equivariant, the term {W 012

prod, R′}′ would produce α(0)-dependence for the canoni-
cally transformed effective action. The other explanation is that the equivariance
of G is due to the invariance of R′ under the adjoint action of the group G, which
is due to the fact that a deformation of (ι,K) is trivial in g-coefficients and hence
consistent with the adjoint G-action.

Rewriting the canonical transformation of the effective action (33) with generator
(37) as (39) is straightforward. !
Remark 5. Analogously to Proposition 4, one can prove ansatz (37) on the level of
BV integral (35) instead of using Feynman diagrams. Namely, expressions S(ι(α)+
ω′′)−Wprod(α), W (α)−Wprod(α) and the expression in parentheses in (35) all do
not depend on α(0). Hence R′ does not depend on α(0). But it also has to be of
ghost number -1, which can only be achieved if it is of form (37).

3.4. Invariants. We are interested in describing the effective action W (α) on co-
homology modulo changes of induction data (ι, K). Due to Propositions 4, 5, we
can give a complete solution (i.e. describe the complete invariant) in case B1 = 0,
and find some partial solution (i.e. describe some, probably incomplete, invariant)
for the case of a formal Frobenius algebra C, meaning that we can find representa-
tives for cohomology ι : H•(C) ↪→ C closed under multiplication. In particular, in
case B1 = 1 the algebra C is necessarily formal.

Proposition 6. If B1 = 0, the effective action on cohomology is

(40) W (α) = W 003
prod(α) + F (!)

where W 003
prod(α) = 1

2πg(α(3), [α(0),α(0)]) and F (!) is an !-dependent constant, in-
variant under deformations of induction data (ι,K).

Proof. Ansatz (40) is a restriction of (33) to the case B1 = 0. Due to (37) and
B1 = 0, the generator of induced canonical transformation necessarily vanishes
R′ = 0. Hence F (!) is invariant under deformation of (ι,K). !
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So F (!) is the complete invariant of W (α) for the B1 = 0 case (which is an
abstract model for Chern–Simons theory on a rational homology sphere) and is
given by

(41) F (!) = ! log
(
e−! 1

2 π−1( ∂
∂ω′′ ,K ∂

∂ω′′ )|ω′′=0 ◦ e
1
!

1
6 π(ω′′,l(ω′′,ω′′))

)
=

=
∞∑

l=2

!l
∑

Γvac∈Gl,0

1
|Aut(Γvac)|FΓvac

Where we sum over trivalent connected non-oriented graphs without leaves Γvac (the
“vacuum loops”). The contribution of a Feynman graph FΓvac ∈ R is a number,
computed by the same Feynman rules as for (31), just without the insertions of α.

Example 2 (Chevalley–Eilenberg complex of su(2)). We obtain an interesting
example of abstract Chern-Simons theory with B1 = 0 if we choose

C = S•(su(2)∗[−1]) = R⊕ su(2)∗[−1]⊕
(
∧2su(2)∗

)
[−2]⊕

(
∧3su(2)∗

)
[−3]

— the Chevalley-Eilenberg complex of the Lie algebra su(2). This C is naturally a
dg Frobenius algebra with super-commutative wedge product, Chevalley–Eilenberg
differential

d : e1 -→ e2e3, e2 -→ e3e1, e3 -→ e1e2

and pairing

π(1, e1e2e3) = π(e1, e2e3) = π(e2, e3e1) = π(e3, e1e2) = 1

Here {e1, e2, e3} is the basis in su(2)∗, dual to the basis {− i
2σ1,− i

2σ2,− i
2σ3} in

su(2), where {σi} are the Pauli matrices; 1 is the unit in C0 = R. This C can
be understood as the algebra of left-invariant differential forms on the Lie group
SU(2) ∼ S3 which is indeed quasi-isomorphic (as a dg algebra) to the whole de
Rham algebra of the sphere S3; thus the abstract Chern–Simons theory associated
to this C is in a sense a toy model for true Chern–Simons theory on S3. The Hodge
decomposition (26) for C is unique:

C = R⊕
(
∧3su(2)∗

)
[−3]

︸ ︷︷ ︸
H•(C)

⊕ su(2)∗[−1]︸ ︷︷ ︸
CK−ex

⊕
(
∧2su(2)∗

)
[−2]

︸ ︷︷ ︸
Cd−ex

and the BV field ω is

ω = α(0)1 + α(3)e1e2e3︸ ︷︷ ︸
α

+ω1e1 + ω2e2 + ω3e3︸ ︷︷ ︸
ω′′K−ex

+ ω23e2e3 + ω31e3e1 + ω12e1e2︸ ︷︷ ︸
ω′′

d−ex

Here α(0),α(3) are g-valued coordinates on F ′ = g⊗H•(C)[1] and {ωI}, {ωIJ} are
g-valued coordinates on F ′′ ⊂ g ⊗ C[1]. The Lagrangian subspace (27) is L =
g ⊗ su(2)∗. The effective action on cohomology, as defined by the integral (28),
satisfies the ansatz (40) with F (!) given by

(42) F (!) = ! log

∫
g⊗su(2)∗ e

1
! ( 1

2
∑3

I=1 πg(ωI ,ωI)+πg(ω1,[ω2,ω3]))dω1dω2dω3

∫
g⊗su(2)∗ e

1
! ·

1
2

∑3
I=1 πg(ωI ,ωI)dω1dω2dω3

The perturbative expansion (41) now reads

(43) F (!) = ! log
(

e−! 1
2

∑3
I=1 π−1

g ( ∂
∂ωI , ∂

∂ωI )
∣∣∣
ωI=0

◦ e
1
! πg(ω1,[ω2,ω3])

)
=
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=
∞∑

l=2

(−1)l+1!l
∑

Γvac∈Gl,0

1
|Aut(Γvac)|L

su(2)
Γvac · Lg

Γvac

Here Lg
Γvac denotes the “Lie algebra graph” (or the “Jacobi graph”), i.e. the num-

ber7 obtained by decorating vertices of Γvac with the structure constants fabc of the
Lie algebra g and taking contraction of indices over edges of Γvac. In particular,
for Lsu(2)

Γvac vertices are decorated with structure costants of su(2) — the Levi-Civita
symbol8 εIJK ∈ {±1, 0}. First terms in the series (43) are:

F (!) = −!2 1
12
·6·fabcfabc+!3

(
1
16

· 12 · facdfbcdfaeffbef +
1
24

· 6 · fabcfadefbeffcfd

)
+· · ·

In particular, for g = su(N) we have

F (!) = −!2 1
2
(N3 −N) + !3 7

8
(N4 −N2)− !4 23

8
(N5 −N3) + · · ·

As a side note, Lsu(2)
Γvac can be interpreted combinatorially as the number of ways to

decorate edges of Γvac with 3 colors, such that in each vertex edges of all 3 colors
meet (these decorations should be counted with signes, determined by the cyclic
order of colors in each vertex). Thus for g = su(2) the invariant F (!) is given by

F (!) =
∞∑

l=2

(−1)l+1!l
∑

Γvac∈Gl,0

1
|Aut(Γvac)| (L

su(2)
Γvac )2

and it can be viewed as a generating function for certain interesting combinatorial
quantities (and on the other hand, there is an “explicit” integral formula (42) for
F (!) in terms of a 9-dimensional Airy-type integral).

Proposition 7. Suppose C is formal and the embedding ι : H•(C) ↪→ C is an
algebra homomorphism, then:

• The tree part of the effective action on cohomology contains only the trivial
Wprod term, i.e.

(44) W (α) = Wprod(α) + !F (1)(α1
(1), . . . , α

B1
(1)) +

∞∑

l=2

!lF (l)(α1
(1), . . . , α

B1
(1))

where F (l) ∈ (Fun(gB1))g for l = 1, 2, . . ..
• The 1-loop part of effective action can be written as

(45) F (1)(α(1)) =
1
2

Strg⊗C log
(
1 + K ◦ l(ι(α(1)), •)

)

7Strictly speaking, one also has to choose a cyclic ordering of half-edges for each vertex of
Γvac, and this choice affects the total sign of Lg

Γvac . But this ambiguity is cancelled in (43) since

the factors Lg
Γvac and L

su(2)
Γvac change their signs simultaneously if we change the cyclic ordering of

half-edges in any vertex of Γvac.
8We assume that the inner product on su(2) is normalized as πsu(2)(x, y) = −2 tr(xy) (in the

fundamental representation of su(2)), so that the structure constants for the orthonormal basis
are really εIJK .
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• Restriction of the 1-loop part of the effective action F (1)|MC to the Maurer-
Cartan set is invariant under deformations of (ι,K) (preserving the homo-
morphism condition for ι). Here MC ⊂ H1(C, g)[1] is given by

∑

j,k

µijk[αj
(1),α

k
(1)] = 0.

Proof. The fact that ι is a homomorphism implies

(46) K ◦ l(ι(α), ι(α)) = 0

This means that all Feynman diagrams for W (α) that contain a vertex adjacent
to two leaves and one internal edge, vanish. In particular, all tree diagrams except
Γ0,3 vanish. Together with Proposition 4 this implies (44). Also (46) implies that
among 1-loop diagrams only “wheels” survive, and they are summed up to form
(45) in standard way.

The next observation is that the tree part R′0 of the generator of the canonical
transformation (36) induced by changing (ι,K) vanishes. This is a consequence
of properties (46), δκ ◦ l(ι(α), ι(α)) = 0 and π(δI(α), l(ι(α), ι(α))) = 0 (which all
follow from the fact that ι is a homomorphism). In terms of the vector field G (37),
we have G =

∑∞
l=1 !lG(l) and the l-loop part of effective action is transformed

according to (39) as

F (l) -→ F (l) + G(l) ◦W 111
prod +

l−1∑

i=1

G(l−i) ◦ F (i) + div G(l−1)

In particular, the 1-loop part is transformed as

F (1) -→ F (1) + G(1) ◦W 111
prod

Since the Maurer-Cartan set is precisely the locus of stationary points of W 111
prod,

the restriction F (1)|MC is invariant. This finishes the proof. !
Special case of formal C is the case B1 = 1. Here the Maurer-Cartan set is

MC = H1(C, g)[1] ∼= g, so the 1-loop part of effective action F (1) ∈ Fun(g)g is
invariant (without any restriction).

3.5. Comments on relaxing the condition K2 = 0 for chain homotopy. Let
us introduce the notation

(47) Indι,K(S̄)(α) := ! log
(
e−! 1

2 π−1( ∂
∂ω′′ ,K ∂

∂ω′′ )|ω′′=0 ◦ e(S̄(ι(α)+ω′′)−S0(ω
′′))/!

)

∈ Fun(F ′)[[!]]

for the “effective action” for some (not necessarily abstract Chern–Simons) action
S̄ ∈ Fun(F)[[!]], defined by perturbation series, rather than by BV integral itself.
Expression (47) is indeed the perturbation series generated by the BV integral

(48) eIndι,K(S̄)(α)/! =
1
N

∫

LK

eS̄(ι(α)+ω′′)/!µLK

with normalization N as before (29). In particular for abstract Chern–Simons
action S̄ = S we recover the definition of W : Indι,K(S)(α) = W (α).

The important observation with which we are concerned here is that definition
(47) makes sense for a chain homotopy K not necessarily satisfying property K2 = 0
(we assume that the other properties we demanded (20,21,22) hold), while the
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definition via BV integral (48) is less general and uses essentially K2 = 0 property
for construction of Lagrangian subspace LK . To avoid confusion we will denote
by K̂ the chain homotopy without property (23) and reserve notation K for the
“honest” chain homotopy with property (23). We will call the effective action
defined via (47) with K̂ as chain homotopy the “relaxed” effective action, while for
an honest chain homotopy K we call the effective action (defined equivalently by
(47) or by BV integral (48)) “strict”.

Proposition 8. Let K̂ : C• → C•−1 be a chain homotopy satisfying properties
(20,21,22), but with K̂2 "= 0, and let K = K̂dK̂ be the construction (25) applied
to K̂ (i.e. K satisfies all the properties (20,21,22,23)). Then the relaxed effective
action Indι,K̂(S) is equivalent (i.e. connected by a canonical transformation) to the
strict effective action Indι,K(S).

Proof. The first observation is that since K = K̂dK̂, we can write the relaxed chain
homotopy as

(49) K̂ = K + dΛd

where Λ = K̂3 : C3 → C0. In fact, formula (49), with arbitrary skew-symmetric, de-
gree -3 linear map Λ : C3 → C0, gives a general (finite) deformation of honest chain
homotopy K, preserving properties (20,21,22), but violating (23) and satisfying in
addition K = K̂dK̂. In other words, deformation (49) is the inverse of projection
(25).

Second, we interpret the Feynman diagram decomposition for Indι,K̂ with prop-
agator K̂ given by (49) as sum over graphs with edges decorated either by K or
by dΛd, and then raise the Feynman subgraphs with edges decorated only by dΛd
into action. I.e. we obtain

(50) Indι,K̂(S) = Indι,K(S + ΦΛ)

where

(51) ΦΛ =
1
8
π(l(ω,ω), dΛd l(ω, ω)) +

1
8
π(l(ω, ω), dΛd l(ω, dΛd l(ω, ω)))+

+
1
8
π(l(ω,ω), dΛd l(ω, dΛd l(ω, dΛd l(ω, ω)))) + · · ·+

+! 1
2
·1
2
StrF dΛd l(ω, dΛd l(ω, •))+! 1

2
·1
3
StrF dΛd l(ω, dΛd l(ω, dΛd l(ω, •)))+· · ·

Only the simplest trees (“branches”) and only the simplest one-loop diagrams
(“wheels”) contribute to ΦΛ, because any diagram with 3 incident internal edges
decorated by dΛd automatically vanishes due to

π(dΛd(· · · ), l(dΛd(· · · ), dΛd(· · · ))) = 0

(which is implied by Leibniz identity in g⊗ C, by d2 = 0 and skew-symmetry of d).
Third, we notice that there is a canonical transformation from S to S + ΦΛ. A

convenient way to describe a finite canonical transformation is to present a “homo-
topy”

SΛ(t, dt) = SΛ(t) + dt ·RΛ(t) ∈ Fun(F)[[!]]⊗ Ω•([0, 1])
— a differential form on interval [0, 1] with values in functions on F (t ∈ [0, 1]
is a coordinate on the interval), satisfying the QME on the extended space F ⊕
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T [1]([0, 1]):

(52) (dt + !∆)SΛ(t, dt) +
1
2
{SΛ(t, dt), SΛ(t, dt)} = 0

(where dt = dt ∂
∂t is the de Rham differential on the interval), and satisfying bound-

ary conditions
SΛ(t)|t=0 = S, SΛ(t)|t=1 = S + ΦΛ

The extended QME is equivalent to the fact that SΛ(t) is a solution to the QME on
F for any given t ∈ [0, 1] plus the fact that SΛ(t+ δt) is obtained from SΛ(t) by the
infinitesimal canonical transformation with generator δt ·RΛ(t). In our case it is a
straightforward exercise to present the desired homotopy between S and S + ΦΛ:

SΛ(t, dt) = S + ΦtΛ + dt
1
t
RtΛ

where ΦtΛ is defined by (51) with Λ rescaled by t, and RΛ is given by

RΛ =
1
4
π(dΛd ω, l(ω,ω)) +

1
4
π(dΛd ω, l(ω, dΛd l(ω,ω)))+

+
1
4
π(dΛd ω, l(ω, dΛd l(ω, dΛd l(ω, ω)))) + · · ·

We showed that S and S+ΦΛ are connected by a homotopy. Due to Proposition 1
and Lemma 1 the effective actions Indι,K(S) and Indι,K(S+ΦΛ) are also connected
by a homotopy defined by

(53) eWΛ(t,dt)(α)/! =
1
N

∫

LK

eSΛ(t,dt)(ι(α)+ω′′)/!µLK

Together with (50) this finishes the proof. !
Remark 6. An immediate consequence of Proposition 8 is that the relaxed effective
action Indι,K̂(S) satisfies the QME on F ′.

Remark 7. Expression (51) suggests that it is itself the value of a certain Gaussian
integral. Namely, the restriction of S + ΦΛ to the subspace ι(F ′)⊕LK ⊂ F can be
written as a fiber integral over fibers g ⊗ C1

d−ex[1] of vector bundle ι(F ′) ⊕ LK ⊕
g⊗ C1

d−ex[1] → ι(F ′)⊕ LK (which is a sub-bundle of F → ι(F ′)⊕ LK):

e(S+ΦΛ)/!
∣∣∣
ι(F ′)⊕LK

=
∫

g⊗C1
d−ex[1]

e(S+ 1
2 π(ω,KΛ−1Kω))/!µg⊗C1

d−ex[1]

(by µ(··· ) we always mean the Lebesgue measure on the vector space). Here we
assume for simplicity that Λ : C3 → C0 is an isomorphism, and we denote Λ−1 :
C0 → C3 its inverse. Now we can write the relaxed effective action as
(54)

eIndι,K̂(S)(α)/! =
∫

LK⊕g⊗C1
d−ex[1]

eS(ι(α)+ω′′)/! e
1
2! π(ω′′,KΛ−1Kω′′)µLK⊕g⊗C1

d−ex[1]

where we integrate over the coisotropic subspace LK⊕g⊗C1
d−ex[1] ⊂ F ′′ instead of

just the Lagrangian subspace LK ⊂ F ′′, with measure e
1
2! π(ω,KΛ−1Kω)µLK⊕g⊗C1

d−ex[1]

that is constant in direction of LK and is Gaussian in direction of g⊗ C1
d−ex[1]. So

expression (54) gives an elegant interpretation of the relaxed effective action via a
“thick” fiber BV integral (over a Gaussian-smeared Lagrangian subspace). In the
case of Λ of general rank (not necessarily an isomorphism), we should replace C1

d−ex
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by im(dΛ) ⊂ C1
d−ex in this discussion, which leads to a thick fiber BV integral over

a smaller coisotropic LK ⊕ g⊗ im(dΛ)[1] ⊂ F ′′.

3.5.1. Invariants from the relaxed effective action. We are interested in describing
the invariants of the relaxed effective action Indι,K̂(S) modulo deformations of the
“relaxed induction data” (ι, K̂). Since we have a general description (49) for a non-
strict chain homotopy, a general (infinitesimal) deformation of the relaxed induction
data (ι, K̂) can be described as a deformation of the underlying strict induction data
(ι,K) studied in the beginning of Section 3.3, plus a deformation of Λ. Now we can
restate some weak version of Proposition 6 for the case of relaxed induction, where
we make a special choice for the Lie algebra of coefficients: g = su(2) (we generalize
this in the Remark afterwards). We are able to recover only the two-loop part of
the complete invariant F (!) of the strict effective action in this discussion.

Proposition 9. If B1 = 0 and g = su(2), the relaxed effective action on cohomology
has the form

(55) Indι,K̂(S)(α) = A(!) ·W 003
prod(α) + B(!)

where W 003
prod = 1

2

∑
a,b,c εabcαa

(0)α
b
(0)α

c
(3), and A(!) = 1 + !A(1) + !2A(2) + · · · ,

B(!) = !2B(2) + !3B(3) + · · · are some !-dependent constants. The number

(56) F (2) = 3A(1) + B(2)

is invariant under deformations of the relaxed induction data (ι, K̂).

Proof. Ansatz (55) follows from the following argument. Since the relaxed effective
action Ŵ = Indι,K̂(S) ∈ Fun (g[1]⊕ g[−2]) [[!]] is a function of ghost number zero
and g = su(2) is 3-dimensional (and hence an at most cubic dependence on α(0) is
possible), it has to be of the form

Ŵ (α) =
1
2

∑

a,b,c

Aabc(!)αa
(0)α

b
(0)α

c
(3) + B(!)

Since Ŵ also inherits the invariance under adjoint action of G = SU(2): α -→
gαg−1 for g ∈ G from the ad-invariance of the original abstract Chern–Simons
action S, the tensor Aabc(!) has to be of the form Aabc(!) = A(!)εabc. This proves
(55). The fact that the series for A(!) starts as A(!) = 1 + O(!) is due to the
vanishing of all tree diagrams Γ "= Γ0,3 which follows from formality of C (it is
automatic for the B1 = 0 case) and K̂ ◦ ι = 0. The series for B(!) starts with an
O(!2)-term just because Gl,0 is empty for n = 0, 1.

Next, we know from Proposition 8 that there is a homotopy WΛ(t, dt)(α) con-
necting the strict effective action W = Indι,K(S) = W 003

prod(α) + F (!) (ansatz (40))
and the relaxed one Ŵ = Indι,K̂(S). The general ansatz for WΛ(t, dt), taking into
account that g = su(2) and that construction (53) is compatible with ad-invariance
α -→ gαg−1, is the following:

(57) WΛ(t, dt)(α) = A(!; t)W 003
prod(α) + B(!; t)+

+ dt ·



C(!; t)
1
12

∑

a,b,c,d,e

εabcδdeα
a
(0)α

b
(0)α

c
(0)α

d
(3)α

e
(3) + D(!; t)

∑

a,b

δabα
a
(0)α

b
(3)
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where A,B, C,D are some functions of ! and the homotopy parameter t ∈ [0, 1].
The boundary conditions are:

A(!; 0) = 1, A(!; 1) = A(!), B(!; 0) = F (!), B(!; 1) = B(!)

The extended QME (52) for homotopy WΛ(t, dt) is equivalent to the system
∂

∂t
A(!; t) = ! C(!; t)−A(!; t) ·D(!; t)(58)

∂

∂t
B(!; t) = 3! D(!; t)(59)

Next, the argument of vanishing of non-trivial trees (due to formality of C, K◦ι =
0 and d ◦ ι = 0) applies again to construction (53). Hence, we have

A(!; t) = 1+!A(1)(t)+O(!2), C(!; t) = !C(1)(t)+O(!2), D(!; t) = !D(1)(t)+O(!2)

And due to G0,0 = G1,0 = ∅, we again have B(!; t) = !2B(2)(t)+O(!3). Equation
(58) in order O(!) together with (59) in order O(!2) yield

∂

∂t
A(1)(t) = −D(1)(t),

∂

∂t
B(2)(t) = 3D(1)(t)

Hence the expression 3A(1)(t) + B(2)(t) does not depend on t. For t = 0 it is the
two-loop part of the invariant F (!) from (40), while for t = 1 it is the right hand
side of (56). This concludes the proof. !
Remark 8 (Generalization). The generalization of Proposition 9 to an arbitrary
(quadratic) g is straightforward. We no longer have ansatz (55) for Ŵ , since there
might be more ad-invariant functions on g[1]⊕ g[−2], but we still can write

Ŵ (α) = (1 + !A(1))W 003
prod(α) + !2B(2) + O(!3 + !2(α(0))2α(3) + !(α(0))4(α(3))2)

(we could prescribe weight 1 to ! and weight 1/3 to α(0) and α(3), then we write
explicitly terms with weight ≤ 2). The fact that O(!α(0)α(0)α(3))-contribution
is proportional to W 003

prod (in principle there could be some other invariant tensor
of rank 3) is explained by the fact that it is given by a single Feynman diagram
Γ ∈ G1,3 — the wheel with 3 leaves — and the Lie algebra part of this diagram is
described by contraction

∑
d,e,f fadefbeffcfd ∝ fabc. Following the proof of Propo-

sition 9, for the homotopy we have

WΛ(t, dt)(α) =

(1 + !A(1)(t)) W 003
prod(α) + !2B(2)(t) + O(!3 + !2(α(0))2α(3) + !(α(0))4(α(3))2)+

+ dt ·
(

! D(1)(t)
∑

a

αa
(0)α

a
(3) + O

(
!2α(0)α(3) + !(α(0))3(α(3))2

)
)

The extended QME at order O(dt ! (α(0))2α(3) + dt !2) yields
∂

∂t
A(1)(t) = −D(1)(t),

∂

∂t
B(2)(t) = dim g ·D(1)(t)

Hence the two-loop part of the invariant F (!) is expressed in terms of coefficients
of the relaxed effective action Ŵ as

(60) F (2) = dim g ·A(1) + B(2)

The other case discussed in Section 3.4, the case of formal C with general B1, is
translated straightforwardly into the setting of relaxed effective actions.
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Proposition 10. Suppose C is formal and ι : H•(C) ↪→ C is an algebra homomor-
phism. Then the relaxed effective action has the form

(61) Indι,K̂(S)(α) = Wprod(α) + !F̂ (1)(α) + O(!2)

where the one-loop part can be expressed as a super-trace:

(62) F̂ (1)(α) =
1
2

Strg⊗C log
(
1 + K̂ ◦ l(ι(α), •)

)

The restriction of the one-loop relaxed effective action to the Maurer-Cartan set
F̂ (1)|MC is invariant under deformations of (ι, K̂), preserving the homomorphism
property of ι.

Proof. Analogously to the case of a strict chain homotopy K (Proposition 7), for-
mality of C together with K̂ ◦ ι = 0 imply vanishing of non-trivial trees (hence the
ansatz (61)) and that the only possibly non-vanishing one-loop diagrams are wheels
(hence the super-trace formula (62)).

Second, we know that there is a homotopy WΛ(t, dt)(α) connecting the strict
effective action W (α) = Wprod(α) + !F (1)(α(1)) + · · · to the relaxed one Ŵ (α) =
Wprod(α) + !F̂ (1)(α) + · · · :

WΛ(t, dt)(α) =
(
Wprod(α) + ! F (1)(t)(α) + O(!2)

)
+ dt ·

(
! R′(1)Λ (t)(α) + O(!2)

)

(here we again exploit the vanishing of trees implied by construction (53), formality
of C and K ◦ ι = d ◦ ι = 0). The extended QME for the homotopy at order O(dt ·!)
is

∂

∂t
F (1)(t)(α) = {Wprod(α), R′(1)Λ (t)(α)}′

Hence the restriction F (1)(t)|MC does not depend on t, where

MC = {α| l(ι(α), ι(α)) = 0} ⊂ F ′

is the set of critical points of Wprod (the “non-homogeneous Maurer-Cartan set”).
As MC ⊂ MC, the restriction F (1)(t)|MC also does not depend on t, hence

F̂ (1)|MC = F (1)|MC

As the right hand side is invariant (Proposition 7), so is the left hand side. This
concludes the proof. !

Obviously, going from the restriction to MC to the restriction to MC, we do not
lose any invariant information, since F (1) depends only on α(1) and not on other
components of α, which implies F̂ (1)|MC = F̂ (1)|MC. Note also that in Proposition 9
we managed to reconstruct only the two-loop part of the invariant F (!) (Proposition
6) in the relaxed setting. On the other hand, we can completely reconstruct the
invariant F (1)|MC of Proposition 7 in the relaxed setting.

3.6. Examples of dg Frobenius algebras. In this Section we will provide some
examples of non-negatively graded dg Frobenius algebras with pairing of degree −3
and zeroth Betti number B0 = 1, i.e. algebras suitable for constructing abstract
Chern–Simons actions.
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Example 1: minimal dg Frobenius algebra. Let V be a vector space and
µ ∈ ∧3V ∗ an arbitrary exterior 3-form on V . Then we construct the dg Frobenius
algebra C from this data as

C := R · 1⊕ V [−1]⊕ V ∗[−2]⊕ R · v

where v is a degree 3 element. The pairing π is defined to be the canonical pairing
between V [−1] and V ∗[−2], and also we set π(1, v) := 1. We define the product m
as

m(1, x) = x, m(x(1), y(1)) =< µ, x̄(1) ∧ ȳ(1) >, m(x(1), z(2)) =< x̄(1), z̄(2) >

where x ∈ C (element of arbitrary degree), x(1), y(1) ∈ V [−1], z(2) ∈ V ∗[−2] and
bar means shifting an element to degree zero, e.g. x̄(1) = sx(1) ∈ V , z̄(2) = s2z(2) ∈
V ∗; < •, • > denotes the canonical pairing. The differential d is set to zero. This
construction gives the most general minimal (i.e. with zero differential) dg Frobenius
algebra (non-negatively graded, with pairing of degree -3 and B0 = 1). Abstract
Chern–Simons action associated to a minimal algebra is a purely cubic polynomial
in the fields, with coefficients being the components of µ. Inducing the effective
action on cohomology is the identity operation, since here C = H•(C).

Example 2: differential concentrated in degree C1 → C2. Let V be a vector
space, µ ∈ ∧3V ∗ be some 3-form on V and δ : S2V → R some symmetric pairing
on V (not necessarily non-degenerate). We define C, the pairing π and product m
as in Example 1, but now we construct the differential d : V [−1] → V ∗[−2] from δ
as x(1) -→ s−2δ(x̄(1), •). The two other components of the differential R ·1 → V [−1]
and V ∗[−2] → R ·v are set to zero as before. This construction gives the general dg
Frobenius algebra with differential concentrated in degree C1[−1] → C2[−2] only.

Here the Hodge decomposition C = ι(H•(C)) ⊕ Cd−ex ⊕ CK−ex is defined by a
choice of projection p : V → ker δ or equivalently by choosing a complement V ′′ of
ker δ ⊂ V in V (here we understand δ as the self-dual map V → V ∗). We set

H•(C) = R · 1⊕ (ker δ)[−1]⊕ (ker δ)∗[−2]⊕ R · v,

Cd−ex = (imδ)[−2], CK−ex = V ′′[−1]

The embedding ι : H•(C) ↪→ C is canonical in degrees 0,1,3 and given by p∗ :
(ker δ)∗ ↪→ V ∗ in degree 2. The (non-vanishing part of the) chain homotopy K is
the inverse map for the isomorphism d : V ′′[−1] → (imδ)[−2]. So the induction data
(ι,K) is completely determined by the choice of p. This means in particular that
only the deformations of induction data of type II are possible here. Also there
are no relaxed chain homotopies K̂ (other than the strict one described above),
which is obvious from (49). Despite these simplifications, the effective action on
cohomology for such C is in general non-trivial. A particular example here is the
case C = S•(su(2)∗[−1]) discussed in section 3.4.

Example 3: “doubled” commutative dga. Let V = V 0 ⊕ V 1[−1] be a
unital commutative associative dg algebra, concentrated in degrees 0 and 1, with
differential dV and multiplication mV , and satisfying dimH0(V) = 1. Then we set

C := V ⊕ V∗[−3] = V 0 ⊕ V 1[−1]⊕ (V 1)∗[−2]⊕ (V 0)∗[−3]

with pairing π generated by the canonical pairing between V and V∗. The com-
ponent of differential V 0 → V 1[−1] is given by dV , the component (V 1)∗[−2] →
(V 0)∗[−3] — by the dual map (dV)∗, and the component V 1[−1] → (V 1)∗[−2] is
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set to zero. Multiplication for elements of C of degrees 0 and 1 is given by mV and
is extended to other degrees by the cyclicity property (15):

m(x(0,1), y(0,1)) := mV(x(0,1), y(0,1)), m(x(0,1), z(2,3)) :=< mV(•, x(0,1)), z(2,3) >

for x(0,1), y(0,1) ∈ V and z(2,3) ∈ V∗[−3]. In particular, the product of elements of
degree 1 in C is zero.

Hodge decomposition for C is fixed by choosing an embedding ιV : H•(V) ↪→ V
(it is canonical in degree zero since H0(V) = R · 1, but non-canonical in degree
one) and a retraction rV : V → H•(V ). Equivalently, we choose a splitting of V
into representatives of cohomology and the complement V = ιV(H•(V)) ⊕ V ′′, i.e.
V 0 = R · 1⊕ V 0′′, V 1 = ιV(H1(V))⊕ V 1′′. Then the Hodge decomposition for C is
C = ι(H•(C))⊕ Cd−ex ⊕ CK−ex with

H•(C) = R⊕H1(V)[−1]⊕ (H1(V))∗[−2]⊕ R · v,

Cd−ex = V 1′′[−1]⊕ (V 0′′)∗[−3], CK−ex = V 0′′ ⊕ (V 1′′)∗[−2]

Here v ∈ (V 0)∗[−3] is the element defined by the component of retraction rV :
V 0 → R · 1. The embedding ι : H•(C) → C is given by ιV in degrees 0,1 and
by (rV)∗ in degrees 2,3. As in the Example 2, only type II deformations of the
induction data (ι,K) are possible here. However, one can introduce the relaxed
chain homotopy (49) here with Λ : (V 0′′)∗[−3] → V 0′′.

The BV integral (28) is Gaussian in this example since the cyclic product
π(•,m(•, •)) vanishes on (CK−ex)⊗3 (for trivial degree reasons). Hence, the only
Feynman graphs contributing to W (α) are wheels and the trivial tree Γ0,3 (“branches”
could also contribute, but they vanish since the component of the multiplication
ι(H1(C))⊗ ι(H1(C)) → C2 vanishes and the non-trivial part of W (α) depends only
on α(1) due to Proposition 4). The effective action can be written as

W (α) = W 003
prod(α) + W 012

prod(α) + 2 · 1
2

! trg⊗V 0 log
(
1 + K ◦ l(ι(α(1)), •)

)

(the factor 2 accounts for the contribution of the trace over g⊗ (V 1′′)∗ — the other
half of the Lagrangian subspace LK).

4. Three-manifold invariants

We now wish to extend the results of the previous Sections to the Frobenius
algebra Ω•(M) of differential forms on a smooth compact 3-manifold M (with
de Rham differential, wedge product and integration pairing). This will provide us
with the effective action (around the trivial connection) of Chern–Simons theory
[18]. The invariant of this Frobenius algebra will also constitute an invariant of
3-manifolds modulo diffeomorphisms.

The discussion of the previous Sections, however, does not go through automat-
ically since Ω•(M) is infinite dimensional. As in previous works [2, 11, 3] the way
out is to restrict oneself to a special class of chain homotopies K for which the finite
dimensional arguments are simply replaced by the application of Stokes’ theorem.
However, at some point of the construction we have to choose a framing and hence
we get invariants of framed 3-manifolds.
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4.1. Induction data and the propagator. As in the finite-dimensional case we
fix an embedding ι : H•(M) ↪→ Ω•(M). By χ ∈ Ω3(M ×M) we will denote the
representative of the Poincaré dual of the diagonal ∆ determined by this embedding.
Namely, if

{
1, {αi,βi}i=1,...,B1 , v

}
is a basis of ι(H•(M)) (with 1 the constant

function, αi ∈ Ω1, βi ∈ Ω2, v ∈ Ω3 and
∫

M αi βj = δj
i ,

∫
M v = 1), then

χ = v2 − αi,1β
i
2 + βi

1αi,2 − v1,

where we have used Einstein’s convention over repeated indices and for any form
γ ∈ Ω•(M) we write γi for π∗i γ with π1 and π2 the two projections M ×M → M .

The chain homotopy K is assumed to be determined by a smooth integral kernel
η̂. Namely, let C0

2 (M) := M ×M \∆ = {(x1, x2) ∈ M ×M : x1 "= x2} be the open
configuration space of two points in M and let C2(M) be its Fulton–MacPherson–
Axelrod–Singer (FMAS) compactification [8, 2] obtained by replacing the diagonal
∆ with its unit normal bundle. Let π1,2 be the extensions to the compactification
of the projection maps πi(x1, x2) = xi. Then η̂ is a smooth 2-form on C2(M) and
the chain homotopy K is defined by

Kα = −π2∗(η̂ π∗1α), α ∈ Ω•(M),

where a lower ∗ denotes integration along the fiber.
For K to be a symmetric chain homotopy satisfying (20), η̂ must satisfy the

following properties (see [3, 5] for more details):
P1: dη̂ = π∗χ, with π the extension to C2(M) of the inclusion of C0

2 (M) into
M ×M .

P2:
∫

∂C2(M) η̂ = −1.
P3: T ∗η̂ = −η̂, where T is the extension to C2(M) of the involution (x1, x2) -→

(x2, x1) of C0
2 (M).

Observe that ∂C2(M) is canonically diffeomorphic to the sphere tangent bundle
STM of M (STM is the quotient of TM by the action (x, v) -→ (x,λv), λ ∈ R+

∗ ).
Condition P2 may then be refined to

P2’: ι∗∂ η̂ = −η, where ι∂ is the inclusion map STM = ∂C2(M) ↪→ C2(M)
and η is a given odd global angular form on STM .

Recall that a global angular form on a sphere bundle S → M is a differential form
on the total space S whose restriction to each fiber generates its cohomology and
whose differential is minus the pullback of a representative of the Euler class (in our
case zero). These two properties are consistent with the restriction to the boundary
of P1 and P2. Odd here means T ∗η = −η where T is the antipodal map on each
fiber, and this is compatible with the restrictions to the boundary of P3. Global
angular forms always exist.

Remark 9 (Kontsevich [11]). Since STM is trivial for every 3-manifold, there is a
simple choice for η only depending on a choice of framing or, equivalently, a choice
of trivialization f : STM

∼→ M × S2. One simply sets η = f∗ω where ω is the
normalized SO(3)-invariant volume form on S2 (tensor 1 ∈ Ω0(M)).

Remark 10 ([3]). It is also possible to construct an odd global angular form de-
pending on the choice of a connection but not on a framing. Namely, realize STM
as the S2-bundle associated to the frame bundle F (M):

STM = F (M)×SO(3) S2
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(we reduce the structure group of the frame bundle to SO(3) by picking a Riemann-
ian metric). By choosing a metric connection θ (e.g., the Levi-Civita connection),
one defines η̄ := ω + d(θixi)/(2π); here the xis, i = 1, 2, 3, are the homogeneous
coordinates on S2, while the θis are the coefficients of the connection in the basis
{ξi} of so(3) given by (ξi)jk = εijk. It is then easy to show that η̄ is a global angular
form on F (M) × S2 and that it is basic. Hence it defines a global angular form η
on STM .

Lemma 2 ([3]). For any given odd global angular form η on STM , there exists a
propagator η̂ ∈ Ω2(C2(M)) satisfying P1, P2’, P3.

Proof. The complete proof in the case of a rational homology sphere is contained
in [3]. (The general case, whose proof is a straightforward generalization of the
previous case, is spelled out in [5].) For completeness, we briefly recall the idea of the
proof. One chooses a tubular neighborhhood U of ∂C2(M) and a subneighborhood
V . One picks a compactly supported function ρ which is constant and equal to −1
on V and is even under the action of T . Let p be the projection U → ∂C2(M). The
differential of the form ρp∗η is a representative of the Thom class of the normal
bundle of ∆. The form ρp∗η may be extended by zero to the whole of C2(M) and its
differential is then a representative of the Poincaré dual of ∆. Thus, its difference
from the given representative χ will be exact and actually regular on the diagonal
(see Appendix B for the definition). Namely, dρp∗η = π∗(χ+dα), α ∈ Ω3(M×M).
Since both ρp∗η and χ are odd under the action of T , one may also choose α to be
odd. Finally, one sets η̂ := ρp∗η − π∗α. !
4.2. The improved propagator. In the previous Sections it was also important
to assume the conditions K ◦ ι = 0 and K2 = 0. In terms of the propagator η̂ they
correspond to additional conditions that are easily expressed by using the

Definition 1 (Compactification of configuration spaces). The FMAS compacti-
fication Cn(M) of the configuration space C0

n(M) := {(x1, . . . , xn) ∈ Mn : xi "=
xj ∀i "= j} is obtained by taking the closure

Cn(M) := C0
n(M) ⊂ Mn ×

∏

S⊂{1,...,n}:|S|≥2

Bl(MS , ∆S),

where Bl(MS ,∆S) denotes the differential-geometric blowup obtained by replacing
the principal diagonal ∆S in MS with its unit normal bundle N(∆S)/R+

∗ . See
[2, 4].

We recall that the Cn(M) are smooth manifolds with corners.

Notation 1. Given a differential form γ on M , we write γi := π∗i γ where πi is
the extension to Cn(M) of the projection C0

n(M) → M , (x1, . . . , xn) -→ xi. We
also set η̂ij := π∗ij η̂, where πij is the extension to the compactifications of the
projection C0

n(M) → C0
2 (M), (x1, . . . , xn) -→ (xi, xj). Given a product of such

forms on a compactified configuration space and a set of indices i, j, . . ., we denote
by

∫
i,j,... the fiber integral over the points xi, xj , . . .. This notation also takes care

of orientation. Namely, if i, j, . . . are not odered, the integral carries the sign of the
permutation to order them.

We are finally ready to list the two simple properties corresponding to K ◦ ι = 0
and K2 = 0:
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P4:
∫
2 η̂12 γ2 = 0 for all γ ∈ ι(H•(M)).

P5:
∫
2 η̂12 η̂23 = 0.

Lemma 3. For any given odd global angular form η on STM , there exists a prop-
agator η̂ ∈ Ω2(C2(M)) satisfying P1, P2’, P3, P4.

Proof. The idea is to apply transformation (24) to a propagator as the one con-
structed in Lemma 2. This must however be reformulated in terms of integral
kernels. Namely, let η̂ satisfy P1,P2’,P3. Set

λ12 :=
∫

3
η13 v3 −

∫

3
η23v3 +

∫

3
η13α3,iβ

i
2 − βi

1

∫

3
η23α3,i +

∫

3
η13β

i
3α2,i+

+ α1,i

∫

3
η23β

i
3 − α1,i

∫

3,4
βi

3η34β
j
4α2,j − βi

1

∫

3,4
α3,iη34v4 −

∫

3,4
v3η34α4,iβ

i
2.

By construction the new propagator η̂− λ satisfies P3 and P4. It is not difficult to
check that λ is closed, so P1 is still satisfied. Finally observe that the integrals on
one argument simply produce a form on M , while the integrals on two arguments
simply produce a number. As a consequence, λ is (the pullback by π of) a form on
M ×M . As it is also T -odd, its restriction to the boundary vanishes. Thus, P2’
still holds. !
4.3. On property P5.

Lemma 4. For any given odd global angular form η on STM , there exists a prop-
agator η̂ ∈ Ω2(C2(M)) satisfying P1, P2, P3, P4, P5.

Proof. We apply transformation (25) in the equivalent form

K3 = K2 + [d,dK3
2 ]

to the propagator η̂ constructed in Lemma 3. In terms of integral kernels, the new
propagator is η̂ + γ with γ12 := dd1f12 and

f12 :=
∫

3,4
η̂13η̂34η̂42.

Properties P1 and P2 are obviously satisfied as we have changed the propagator
by an exact term. As for property P3, observe that equivalently γ may be written
as d2d1f12 and that f is even under the action of T . Finally property P4 is easily
checked by integration. !

It would be very useful to prove the following

Conjecture 1. The propagator constructed in Lemma 4 also satisfies property P2’.

Observe that since γ is T -odd, it would suffice to show that it is regular on the
diagonal (i.e., a pullback from M ×M). For this it would suffice to show that f or
at least df has this property. By its definition f looks rather regular, but at the
moment we have no complete proof of this fact.

Remark 11 (The Riemannian propagator). The physicists’ treatment of Chern–
Simons theory would simply be to choose a Riemannian metric g and use it to
impose the Lorentz gauge-fixing. Out of this one gets the propagator d∗ ◦G, where
G is the Green function for ∆ +P ′, where ∆ is the Laplace operator and P ′ is the
projection to harmonic forms in the Hodge decomposition. The integral kernel of
this propagator is a smooth two-form η̂ on C2(M) satisfying properties P1, P2’, P3,
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P4, P5 with odd angular form on the boundary of the type described in Remark 10.
In this case, the metric connection is actually the Levi-Civita connection for the
chosen Riemannian metric. See [2] and [3, Remark 3.6].

4.4. The construction of the invariant by a framed propagator. We now
fix the boundary value of the propagator as in Remark 9 for a given choice f of
framing. We also choose an embedding ι of cohomology and denote by Pι,f the
space of propagators satisfying properties P1,P2’,P3. Observe that, by Lemma 3,
Pι,f is not empty. For η̂ ∈ Pι,f we define Indι,η̂ ∈ Fun(F ′)[[!]], F ′ = H•(M, g)[1] =
H•(M)[1] ⊗ g, analogously to Indι,K as at the beginning of subsection 3.5 by the
following obvious changes of notations:

(1) Every chain homotopy K is replaced by a propagator η̂;
(2) every vertex is replaced by a point in the compactified configuration space

over which we eventually integrate.
Signs may be taken care of by choosing an ordering of vertices and of half edges at
each vertex (see, e.g., [3]).

All computations in Section 3 go through as they are simply replaced by Stokes
theorem:

d
∫

Cn(M)
= (−1)n

∫

Cn(M)
d +

∫

∂Cn(M)
.

Among the codimension-one boundary components of Cn(M) we distinguish be-
tween principal and hidden faces: the former correspond to the collapse of exactly
two points, the latter to the collapse of more than two points. Principal faces
contribute by the same combinatorics as in Section 3, whereas hidden faces do not
contribute by our choice of propagators because of Kontsevich’s vanishing Lemmata
[11]. As a result we conclude that Indι,η̂ satisfies the quantum master equation for
every choice of induction data as above. For more details, we refer to Appendix A.

By the same reasoning and by the arguments of subsection 3.5, we may prove
that Indι,η̂ is canonically equivalent to a strict effective action. This allows us to
recover at least the two-loop part of the complete invariant of a rational homology
sphere as discussed in subsection 3.5.1.

Remark 12. If Conjecture 1 were true, the space P ′ι,f of propagators satisfying
properties P1,P2’,P3,P4,P5 would not be empty. We could then repeat the above
construction using P ′ι,f instead of Pι,f and get a strict effective action directly. The
discussions of subsections 3.2, 3.3 and 3.4 would then go through and, in particular,
Propositions 4, 5, 6, 7 would hold.

Remark 13. In [3] an invariant for framed rational homology spheres was intro-
duced. The boundary condition for the propagator was different (see next subsec-
tion), but this is immaterial for the present discussion. Namely, choose a propagator
in Pι,f and define η̃123 := η̂12 + η̂23 + η̂31. If M is a rational homology sphere, η̃123

is closed. Now take the graphs appearing in the constant part of the strict effective
action and reinterpret them as follows:

(1) Each vertex is replaced by a point in the compactified configuration space;
(2) an extra point x0 is added on which one puts the representative v ∈

ι(H3(M)) with
∫

v = 1;
(3) each chain homotopy is replaced by η̃ (more precisely, the chain homotopy

between vertices i and j is replaced by η̃ij0).
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It is now possible to show that this produces an invariant of (M, f). This is a
different way of getting the invariant corresponding to the constant part of the
strict effective action for a choice of propagator not necessarily satisfying property
P5. We do not have a direct proof that this invariant is the same. The indirect proof
consists of showing that both invariants are finite type with the same normalizations
along the lines of [13].

If Conjecture 1 were true, then it would immediately follow that this invariant
is exactly the constant part of the strict effective action. In fact, for a propagator
as in the Conjecture, it is not difficult to show that only the term η̂ij in each η̃ij0

would contribute (and the integration over x0 would then decouple). Since the
induced action is constant on Pι,f , by restriction to P ′ι,f ⊂ Pι,f we would prove the
claim.

4.5. The unframed propagator. Instead of using Kontsevich’s propagator, one
may proceed as in [3] and define the propagator by choosing the global angular
form on ∂C2(M) as in Remark 10. Recall that in this case no choice of framing is
required. On the other hand, one needs to specify a Riemannian metric g and a
metric connection θ. We denote by Pι,g,θ the space of propagators corresponding
to these choices.

We proceed exactly as in the previous subsection to define the effective action
(see Appendix A for more details). In particular we want to check independence on
the induction data; so we choose a path in Pι,g,θ and consider the effective action
W as a function on the shifted cohomology tensor the differential forms on [0, 1]
and check whether the extended QME (d + !∆)W + {W,W}/2 = 0 holds. The
only difference with respect to the previous subsection is that there is an extra set
of boundary components of the configuration spaces that may appear: namely, the
most degenerate faces corresponding to the collapse of all points. These faces may
be treated exactly as in [2, 3] and one shows that their contribution is a multiple
of the first Pontryagin form − trF 2

θ /(8π2), where Fθ is the curvature of θ. The
important point is that the coefficient depends only on the graph involved but not
on the 3-manifold M . As a result the effective action might not satisfy the extended
quantum master equation. However, one may easily compensate for this by adding
to it the integral over M of the Chern–Simons 3-form of the connection θ pulled
back from F (M) to M by choosing a section f (i.e., a framing). The framing now
appears because of this correction but is not present in the propagator.

The main disadvantage of this approach is that one does not know how to com-
pute the universal coefficients. (It is known that the coefficients vanish for graphs
with an odd number of loops, while for the graph with two loops one may compute
the coefficient explicitly and see that it is not zero.) The advantage is that Pι,g,θ

contains a subspace of propagators satisfying also property P5: These are the inte-
gral kernels constructed in [2], see Remark 11. With these choices, and the addition
of the frame-dependent constant as in the previous paragraph, one gets an induced
effective action satisfying all properties stated in subsections 3.2, 3.3 and 3.4. More
precisely, let

CS(M, θ, f) := − 1
8π2

∫

M
f∗ Tr

(
θ dθ +

2
3
θ3

)

be the Chern–Simons integral for a connection θ on the frame bundle F (M) of M
and a framing f (regarded here as a section of F (M)).

Theorem 1. Let M be a compact 3-manifold and g a quadratic Lie algebra. Then
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(1) For every choice of Riemannian metric g on M , the effective action W
constructed using the Riemannian propagator of Remark 11 is a function
on H•(M, g)[1], solves the quantum master equation and has the properties
described in Proposition 4. In addition it has the form given in (40) in case
B1(M) = 0 and in (44) in case M is formal.

(2) There is a universal element φ ∈ !2R[[!2]], depending only on the choice of
Lie algebra g, such that the modified effective action

W̃ (M, g, f) := W (M, g) + φCS(M, θg, f),

where θg is the Levi-Civita connection for g, solves the QME and is in-
dependent of g modulo canonical transformations as in Proposition 5. In
particular we get invariants for the framed 3-manifold (M, f) as in Propo-
sitions 6 and 7.

Remark 14. The leading contribution to φ may be explicitly computed and yields

φ = C2(g)!2/48 + O(!4)

with C2(g) = fabcfabc, where the fabc are the structure constants of g in an or-
thonormal basis. It is not known whether there are nonvanishing higher order
corrections.

Appendix A. The Chern–Simons manifold invariant

In this Appendix we give more details on the construction outlined in subsec-
tion 4.5. To a graph Γ with |Γ| vertices we associate an element ωΓ of Ω•(C|Γ|(M))⊗
Fun(F ′) as follows:9

• to each edge we associate the pullback of a propagator by the corresponding
projection from C|Γ|(M) to C2(M);

• to each leaf we associate the pullback (by the corresponding projection from
C|Γ|(M) to M) of

∑
za
µγµea, where {γµ} is the chosen basis of H•(M), {ea}

is an orthonormal basis of g, and the {za
µ}s are the corresponding coordinate

functions on F ′;
• on each vertex we put a structure constant in the orthonormal basis chosen

above.
Then we take the wedge product of the differential forms and sum over Lie algebra
indices for each edge. The result does not depend on the choice of orthonormal
basis for g but depends on a choice of numbering of the vertices and of orientation
of the edges. If we however make the same choice also to orient C|Γ|(M), then

∫

C|Γ|(M)
ωΓ ∈ Fun(F ′)

is well defined. We define Z (the exponential of W ) to be the sum of ω|Γ|/| autΓ|
over all trivalent graphs, where | autΓ| is the order or the group of automorphisms
of Γ. Proving the QME for W is equivalent to proving ∆Z = 0.

The main observation is that Property P1 of the propagator and the same com-
binatorics as in the toy model imply that ∆Z is obtained by replacing the ωΓs
by dωΓs one by one. We then use Stokes theorem. The contributions of princi-
pal faces (i.e., boundary faces of configuration spaces corresponding to the collapse

9Here and in the rest of the Appendix, the symbol ⊗ is understood as the completed tensor
product: i.e., the space of functions on the Cartesian product of the corresponding supermanifolds.



REMARKS ON CHERN–SIMONS INVARIANTS 31

of two vertices) sum up to zero thanks to the Lie algebra contributions (this is
also the same combinatorics as in the toy model). Hidden faces (i.e., the other
boundary faces) may in principle contribute. Let γ be the subgraph corresponding
to a hidden face (i.e., the vertices of γ are those that collapse and its edges are
the edges between such vertices). By simple dimensional reasons, the hidden faces
corresponding to γ vanishes if γ has a univalent vertex; if γ has a bivalent vertex,
its contribution also vanishes by Kontsevich’s lemma thanks to Property P3. Since
we only consider trivalent graphs, we are left with contributions coming from the
collapse of all vertices of a connected component of Γs with no leaves. These are
the graphs that contribute to the constant part of Z and thus of W . The latter
contributions also vanish by a simple dimensional argument.

More generally, to keep track of the choices involved in the propagator, we con-
sider a one parameter family of choices with parameter t ∈ I := [0, 1] and show
∆′Z̃ = 0 with ∆′ := ∆ + dt d

dt and Z̃ ∈ Fun(F ′) ⊗ Ω•(I) constructed as fol-
lows. Let η̂ be a one-parameter family of propagators regarded as an element of
Ω2(C2(M)× I) related, at every t ∈ I, by Property P1 to the one parameter family
{γµ} of bases of Ω•(M). Let η̇ ∈ Ω2(C2(M) × I) and γ̇µ ∈ Ω•(M × I) be their
t-derivatives. We may assume

∫
M γµγ̇ν = 0, ∀µ, ν, for more general choices may be

compensated by a linear transformation of H•(M). Observe that by Property P2’,
the restriction of η̂ to the boundary is fixed, so the restriction of η̇ vanishes. Actu-
ally, by construction η̇ vanishes in a whole neighborhood of the boundary, so it is
a regular form. Let

λ13 :=
∫
2 η̂12 η̇23 − η̇12 η̂23

2
,

which is regular by Lemma 5 in Appendix B. Also set ξµ
1 := (

∫
η̂12γ̇

µ
2 ). We define

η̃ := η̂ − λ dt,

γ̃µ := γµ + ξµ dt,

χ̃ := gµν γ̃µ γ̃ν = χ + O(dt),

where gµν is the metric on H•(M) in the given basis. A simple computation then
shows D η̃ = χ̃ and D γ̃µ = 0 with D := d + dt d

dt . Finally, we define Z̃ as above by
using η̃ and γ̃ instead of η̂ and γ, respectively. We now observe that applying ∆′

to Z̃ is the same as applying D to the propagators. Reasoning as above by Stokes
theorem, we see that the only possible nonvanishing contributions come from hidden
faces corresponding to the collapse of all vertices of a connected component with no
leaves.10 These contributions also vanish if one uses a framed propagator, whereas
the choice of an unframed propagator yields some constant times the integral of
the Pontryagin form on M as a one-form on I, see [3].

By writing Z̃ = Z + ζdt, we may see that the equivalences are produced by ζ.
These are very particular kinds of BV equivalences as ζ consists of graphs decorated
by propagators and generators of cohomology classes with the exception of one edge
that is decorated by λ or one leaf that is decorated by ξ.

If Property P5 holds, the computation of Z̃ simplifies drastically. By construction
we obtain

∫
2 η̂12λ23 =

∫
2 λ12η̂23 = 0 and

∫
2 η12ξ

µ
2 = 0. As a result, whenever a

vertex is decorated by 1 ∈ Ω0(M) the corresponding integral vanishes. Thus, Z̃,
as a function on H•(M, g)[1] is independent of the coordinates in degree 1 apart

10Observe that, since λ is regular, only η will appear in the boundary computations.
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from the trivial classical term. Since Z is of degree zero, it will only depend on
the coordinates of degree zero. Since ζ is of degree −1, it will be linear in the
coordinates of degree −1 with coefficients depending on the coordinates of degree
zero.

Appendix B. Regular forms

Let 6 : Cn(M) → Mn be the extension to the compactification of the inclusion
Cn(M)0 → Mn. We call a form on Cn(M) regular if it is a pullback by 6. Recall
the maps πis and πijs defined in Notation 1 on page 26.

Lemma 5. Let α and β be differential forms on C2(M) and let at least one of
them be regular. Then their convolution α ∗ β :=

∫
2 α12 β23 := π13,∗(π∗12α π∗23β) is

regular.

Proof. Suppose that, e.g., α is regular; i.e., α = 6∗α′, α′ ∈ Ω•(M ×M). Define

γ = (pr1×π2)∗ ((pr1×π1)∗α′ pr∗2 β) ∈ Ω•(M ×M),

where pr1 and pr2 are the projections from M ×C2(M) to the two factors. It then
follows that α ∗ β = 6∗γ. !
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