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Abstract

These lecture notes comprise the talks of the author on “A posteriori error estimates
for modelling errors” and on “A posteriori error estimates for highly indefinite problems”
given at the Zürich Summerschool 2012.

1 Lecture 1: Combined A Posteriori Modeling - Dis-

cretization Error Estimate for Elliptic Problems with

Complicated Interfaces

Remark. This part of the lecture notes is a slightly extended and modified version of [53].

1.1 Introduction

This lecture is concerned with the solution of elliptic boundary value problems with compli-
cated coefficients. As a model problem we choose the diffusion equation div (A gradu) = f
in a two- or three-dimensional bounded domain with homogeneous Dirichlet boundary con-
ditions. From the physical point of view, this equation can be regarded as a model of a
stationary diffusion. Our focus is on applications, where

• the diffusion matrix A is piecewise smooth but, possibly, highly oscillatory and/or dis-
continuous along interfaces with, possibly, very rough and complicated structure,

• the target accuracy for the approximate solution is fairly moderate.

In this situation, the application of the “textbook” finite element method requires that
the fine details of the interfaces are resolved by the finite element mesh. In particular for
problems in 3D, the resulting linear system becomes very large, typically, much too large from
the viewpoint of the moderate accuracy requirements.
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Switzerland
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We will introduce a defeaturing strategy for the diffusion matrix A which will be combined
with the numerical discretization of the partial differential equation (PDE). In the following,
we will briefly sketch the idea of the methodology.

The methods starts with a very simple (e.g., constant) approximation A0 of A and a very
coarse finite element space S0. The exact solution for the boundary value problem with A
being replaced by A0 is denoted by u0 and its Galerkin approximation with respect to S0 is
denoted by u0,0. The error of this computable approximation is ‖A∇ (u− u0,0)‖, where ‖·‖
denotes the L2 norm. We will derive an a posteriori error majorant which is the sum of two
terms

‖u− u0,0‖ ≤ Edisc + Emod.

Both terms, Emor and Edisc, depend on u0,0. The quantity Emor measures the error caused by
the simplification A ← A0 and Edisc measures the error of the numerical error ‖u0 − u0,0‖.
The improvement strategy is now driven by this splitting: If the part Emor dominates the
error majorant, the diffusion matrix A0 is replaced by an improved approximation A1 and
the finite element space is unchanged while, in the reversed case, A0 is unchanged and the
space S0 is enriched, e.g., by mesh refinement.

This adaptive modeling-discretization strategy can be iterated and results in a sequence
(umℓ,nℓ)ℓ of computable solutions with balanced modelling and numerical errors.

Historically, the subject of a posteriori error estimation was mainly focused on the indi-
cation of discretization errors (e.g., see [3], [59], and references therein). In these cases, the
error is measured by the quantity ‖u−uh‖, where u is the exact solution, uh is the Galerkin
approximation, and ‖ · ‖ is a certain norm associated with the problem (see, e.g., [2], [3], [7],
[8], [9], [16], [22], [57], [59]).

Our method differs from these approaches and its derivation is based the publications (see
[40] - [49]) in which estimates of the difference between the exact solution of boundary value
problems and arbitrary functions from the corresponding energy space has been derived by
purely functional methods, i.e., without requiring specific information on the approximating
subspace and the numerical method used. As a result, the estimates contain no mesh depen-
dent constants and are valid for any conforming approximation from the respective energy
space. In [47, 49], these properties have been used for the analysis of numerical discretization
errors.

1.2 Setting

We consider the elliptic problem

−div (A∇u) = f in Ω,

u = 0 on ∂Ω,
(1.1)

where Ω is a bounded domain in Rd (d = 2, 3) with Lipschitz boundary ∂Ω. The diffusion
matrix A(x) belongs to the set Rd×d of d × d matrices with real coefficients. We assume
that

A is symmetric , A(x) ∈ L∞(Ω, Rd×d) , f ∈ L2(Ω),

and

0 < c21 := ess inf
x∈Ω

inf
v∈Rd\{0}

A(x)v · v
v · v ≤ ess sup

x∈Ω
sup

v∈Rd\{0}

A(x)v · v
v · v =: ρ (A) <∞. (1.2)
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The norm in L2(Ω) is denoted by ‖u‖Ω and “·” stands for the Euclidean scalar product in Rd.
The notation L2 (Ω, Rd) is used for the vector-valued functions with components in L2(Ω)
and

H1
0 (Ω) :=

{
u ∈ H1 (Ω) | u|∂Ω = 0 in the sense of traces

}
.

Also we introduce the space

H (Ω, div) := {q ∈ L2 (Ω, Rd) | div q ∈ L2 (Ω)}

which is a Hilbert space endowed with the scalar product

(p, q)div :=

∫

Ω

(p · q + div p div q)

and the norm ‖q‖div := (q, q)
1/2
div . For functions in L2 (Ω, Rd) , the energy and complementary

energy norms are given by

‖q‖2A :=

∫

Ω

A q · q and ‖q‖2A−1 :=

∫

Ω

A−1 q · q. (1.3)

The generalized solution of (1.1) is the solution of the variational problem

Find u ∈ H1
0 (Ω) such that a(u, v) =

∫

Ω

f v, ∀v ∈ H1
0 (Ω) , (1.4)

where a(u, v) :=
∫
Ω

A∇u · ∇v is the bilinear form generated by A.

1.3 Combined Error Majorant

Consider the following simplified problem Pε : Find uε ∈ H1
0 (Ω) such that

aε(uε, v) :=

∫

Ω

Aε∇uε · ∇v =
∫

Ω

f v for all v ∈ H1
0 (Ω) , (1.5)

where Aε ∈ L∞(Ω, Rd×d) is a certain approximation of A. We will always assume that for
any ε, the matrix Aε is positive definite and

c21ε |ζ|2 ≤ Aε(x) ζ · ζ ≤ ρ (Aε) |ζ|2 for all x ∈ Ω and ζ ∈ Rd. (1.6)

Let Th be a simplicial finite mesh in the sense of Ciarlet [19], where h denotes the maximal
simplex diameter. Let Sh denote the continuous, piecewise affine finite element space

Sh :=
{
u ∈ C0(Ω) | ∀K ∈ Th u|K ∈ P1

}
.

The corresponding H1
0 (Ω) conforming space and the vector-valued version are given by

Sh,0 := Sh ∩H1
0 (Ω) and S2h := Sh × Sh.
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The Galerkin finite element solution to the simplified problem Pε is defined by

Find uε,h ∈ ST ,0 such that aε(uε,h, vh) :=

∫

Ω

Aε∇uε,h · ∇vh =
∫

Ω

f vh for all vh ∈ Sh,0.

(1.7)
In order to estimate the discretization error ‖∇(uε − uε,h)‖Aε , we use a posteriori error
estimates of the functional type (see [36] - [45], [47, 49] and the references therein). In our
case, the estimate takes the form (we refer here to the ZSS12 lectures of Prof. Repin)

‖∇(uε − uε,h)‖2Aε
≤M2

Ω(uε, h , y, β) := (1 + β)‖Aε∇uε, h − y‖2
A−1
ε
+

+

(
1 +

1

β

)
C2Ω‖ div y + f‖2Ω. (1.8)

Here, y is an arbitrary vector-valued function from H (Ω, div), β is an arbitrary positive
number, and C2Ω := c−21ε C

2
FΩ, where c1ε is as in (1.6) andCFΩ is the Friedrichs constant for

the domain Ω, i.e.,

CFΩ := sup
w∈H1

0
(Ω)\{0}

‖w‖Ω
‖∇w‖Ω

.

Theorem 1.1 The total error is bounded from above by the sum

‖∇(u − uε,h)‖A ≤ Eε, h
disc + Eε

mod, (1.9)

where Eε, h
disc and Eε

mod represent the discretization and modeling parts of the error, respectively,
and are defined and estimated as follows:

Eε, h
disc := ‖∇(uε − uε, h)‖A ≤ κ1 MΩ(uε,h, y, β), (1.10)

Eε
mod := ‖∇(u − uε)‖A ≤ κε


κ2
2
M2

Ω(uε,h, y, β) +

∫

Ω

f uε, h



1/2

(1.11)

where κ21 := 1 + ρ(Λε − I), κ2ε :=
2κ2
2κ2−1

ρ(Λε + Λ
−1
ε − 2I), Λε := A

−1/2
ε AA−1/2

ε , I is the
identity matrix, ρ is defined by (1.2), and κ2 in (1.17).

Proof. By the triangle inequality, we obtain

‖∇(u− uε, h)‖A ≤ ‖∇(uε − uε, h)‖A + ‖∇(u− uε)‖A = Eε, h
disc + Eε

mod. (1.12)

We estimate the term Eε, h
disc = ‖∇(uε − uε, h)‖A, as follows:

(
Eε, h
disc

)2
= ‖∇(uε − uε, h)‖2Aε

+

∫

Ω

(A−Aε)∇(uε − uε, h) · ∇(uε − uε, h)

= ‖∇(uε − uε, h)‖2Aε
+

∫

Ω

(Λε − I)A1/2ε ∇(uε − uε, h) ·A1/2ε ∇(uε − uε, h)

≤ (1 + ρ (Λε − I)) ‖∇(uε − uε, h)‖2Aε
.

Since the last norm is estimated by (1.8), we arrive at (1.10).
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To estimate the term Eε
mod , we note that

0 = a (u − uε, v) + (a − aε) (uε, v), ∀ v ∈ H1
0 (Ω) ,

and choose v = u − uε . Then,

(Eε
mod)

2 = ‖∇(u − uε)‖2A = a (u − uε, u − uε) = (aε − a)(uε, u − uε)

=

∫

Ω

(Aε − A)∇uε · ∇(u − uε).

By the Cauchy-Schwarz inequality, we find that

‖∇(u − uε)‖2A ≤ ‖(Aε − A)∇uε‖A−1 ‖∇(u − uε)‖A.
Hence,

‖∇(u− uε)‖2A ≤ ‖(Aε − A)∇uε‖2A−1 =
∥∥(I − Λε)A1/2ε ∇uε

∥∥2
Λ−1ε

=

∫

Ω

(Λε + Λ
−1
ε − 2I)A1/2ε ∇uε ·A1/2ε ∇uε ≤ ρ (Λε + Λ

−1
ε − 2I) ‖∇uε‖2Aε

.

Further, by the Young inequality with an arbitrary µ > 0, we derive

‖∇uε‖2Aε
=

∫

Ω

f (uε − uε, h) +

∫

Ω

f uε, h = aε (uε, uε − uε,h) +

∫

Ω

f uε, h

≤ 1

2µ
‖∇ uε‖2Aε

+
µ

2
‖∇(uε − uε, h)‖2Aε

+

∫

Ω

f uε, h,

and obtain for µ > 1/2

‖∇uε‖2Aε
≤ µ2

2µ− 1 ‖∇ (uε − uε,h) ‖2Aε
+

2µ

2µ− 1

∫

Ω

f uε, h. (1.13)

Therefore,

‖∇(u− uε)‖2A ≤ ρ (Λε+Λ
−1
ε −2I)


 µ2

2µ− 1 ‖∇ (uε − uε,h) ‖2Aε
+

2µ

2µ− 1

∫

Ω

f uε, h


 . (1.14)

Finally, we estimate the first term of (1.14) by the error majorant and obtain for the modeling
error estimate from (1.9)

(Eε
mod)

2 = ‖∇(u − uε)‖A ≤
2µ

2µ− 1 ρ(Λε + Λ
−1
ε − 2I)


µ

2
M2

Ω(uε,h, y, β) +

∫

Ω

f uε, h


 .

(1.15)
Hence, Eε

mod can be minimized with respect to µ > 1/2. Straightforward calculations show
that Eε

mod has the unique local minimum in

µ = µmin =
1

2
+


1
4
+

∫
Ω

f uε, h

M2
Ω(uε,h, y, β)



1/2

, (1.16)

5



provided that M2
Ω(uε,h, y, β) is positive (instead of 0), otherwise

(Eε
mod)

2 ≤ ρ(Λε + Λ
−1
ε − 2I)

∫

Ω

f uε, h,

which is also encompassed in (1.16) if we formally set µmin = +∞. Now, one obtains (1.11)
by using (1.16) in (1.15) and setting

κ2 := µmin. (1.17)

Remark 1.2 From (1.9), it follows that

‖∇(u − uε,h)‖A ≤
(
κ1 +

√
κ2√
2
κε

)
MΩ(uε,h, y, β) + κε



∫

Ω

f uε, h



1/2

. (1.18)

The quantity κε measures the approximation quality of the matrix Aε to the original matrix
A. In order to obtain a converging algorithm the sequence of simplified interfaces and the
correspondingly chosen averaging strategy for the definition of Aε should imply that κε → 0
as ε → 0. Note that κε is defined as a supremum over local quantities and, hence, its
definition directly gives insight in which local parts of the domain the approximation Aε

should be improved so that κε becomes smaller. If A and Aε are diagonal matrices, then
Λε = {λεij} is also diagonal and λεii =

aii
aεii

. In this case, we can easily find the quantities

κ21 = 1 + ρ (Λε − I) = 1 + sup
x∈Ω

max
i=1,..., d

|aii (x)− aεii (x) |
aεii (x)

, (1.19)

κ2ε = κ2 ρ
(
Λε + Λ

−1
ε − 2I

)
= κ2 sup

x∈Ω
max
i=1,..., d

(aii (x)− aεii (x))
2

aii (x) aεii (x)
. (1.20)

1.4 Modeling-Discretization Adaptivity and A Posteriori Error Es-
timation

1.4.1 Localization of the Error Estimation

After the discrete solution uε,h as well as a test function y ∈ H (Ω, div) (cf. Section 1.4.3) are
determined, the optimal value of β in the error majorant M2

Ω(uε, h , y, β) is given by

βopt :=
‖Aε∇uε, h − y‖A−1

ε

CΩ ‖div y + f‖Ω
. (1.21)

For a subset ω ⊂ Ω, we define the local quantities

M2
ω (uε,h, y) := (1 + βopt)

∫

ω

A−1
ε (Aε∇uε, h − y) · (Aε∇uε, h − y)

+

(
1 +

1

βopt

)
C2Ω

∫

ω

|div y + f |2 .
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In particular, this implies for a finite element mesh Th of Ω the additive splitting

M2
Ω(uε, h , y, βopt) =

∑

K∈Th

M2
K (uε,h, y) .

In order to localize the modeling error we define for a subset ω ⊂ Ω the localized version
of ρ for any B ∈ L∞

(
Ω,Rd×d

)
by

ρω (B) := ess sup
x∈ω

sup
v∈Rd\{0}

B (x) v · v
v · v .

Then,

κ2ε,ω :=
2κ2

2κ2 − 1
ρω(Λε + Λ

−1
ε − 2I)

and, if Th is a disjoint partition of Ω we have

Eε
mod =

(
max
K∈Th

κε,K

)
κ2
2
M2

Ω(uε,h, y, β) +

∫

Ω

f uε, h



1/2

.

In view of Remark 1.2 we obtain the a posteriori estimate

‖∇ (u − uε,h)‖2A ≤ 2
(
κ1 +

√
κ2√
2
κε

)2(∑

K∈Th

M2
K (uε,h, y)

)
+ 2

(
max
K∈Th

κε,K

)2 ∫

Ω

f uε, h

1.4.2 Sequence of Simplified Models

The algorithm generates two sequences of simplicial finite element meshes
(
T discℓ

)
ℓ
and

(
T modℓ

)
ℓ
:

the mesh T discℓ is employed for the definition of the (for simplicity conforming P1) finite ele-
ment spaces Sℓ ⊂ H1

0 (Ω) and the mesh T modℓ for the definition of the approximationAℓ = Aεℓ

of the diffusion tensor A. We assume that the discretization meshes are nested, i.e., T discℓ+1 is
a refinement of T discℓ which implies that the finite element spaces Sℓ are nested

S0 ⊂ S1 ⊂ . . . ⊂ Sℓ ⊂ . . . ⊂ H1
0 (Ω) .

For simplicity, we assume that the coarsest meshes coincide, T disc0 = T mod0 , and that the
simplices K of the refined mesh T discℓ are linked to a subset σ (K) = {Qi} of simplices in the
corresponding mesh T modℓ as follows:

∀ℓ ≥ 0 ∀K ∈ T discℓ ∃σ (K) ⊂ T modℓ s.t.





K ⊂ Q if σ (K) = {Q} for some Q ∈ T modℓ ,

K =
⋃

Q∈σ(K)

Q otherwise.

This means, either K ∈ T discℓ is fully contained in some simplex Q ∈ T modℓ or K is the union
of some simplices in T modℓ .

The computation on level ℓ then is structured as follows (we replace the indices ε, h, e.g.,
in Eε

mod and uε,h, by the counting index ℓ to avoid double indices and write, e.g., uℓ short for
uεℓ,hℓ).
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1. Modelling. For any Q ∈ T modℓ , an approximation AQ of A|Q has to be defined. One
possible choice which, e.g., is very common for homogenization problems is given by the
harmonic integral mean

AQ :=

(
1

|Q|

∫

Q

A−1

)−1
,

while other choices might be preferable in other situations.

2. Generate System. The linear system for the Galerkin finite element discretization is
generated in the usual fashion by computing the element system matrices simplexwise
and then updating the global system matrix. If, for K ∈ T discℓ , the set σ (K) consists of
only one element, say, Q ∈ T modℓ , then for the quadrature overK the simplified diffusion
tensor AQ|K is used. If σ (K) ⊂ T modℓ contains more than one element the integration
over K is split into a composite quadrature rule over the simplices in σ (K).1

3. Solve. For the new discretization mesh T discℓ and corresponding space Sℓ, the Galerkin
solution uℓ ∈ Sℓ is computed by solving the linear system corresponding to the diffusion
coefficient Aℓ of the modelling mesh T modℓ .

4. Error Estimation. The local quantities

ηdiscK :=

(
κ1 +

√
κ2√
2
κℓ

)
MK (uℓ, y) and ηmodK := κε,K



∫

Ω

f uε, h



1/2

are computed for all K ∈ T discℓ as well as the total error majorant

Etotℓ :=

√ ∑

K∈T discℓ

(
ηdiscK

)2
+ max

K∈T discℓ

ηmodK .

If Etotℓ is smaller than the target accuracy then the solution process is terminated.
Otherwise one proceeds with the step “mark”.

5. Mark. For given threshold parameters γdisc, γmod ∈ (0, 1) and for ηdiscmax := maxK ηdiscK

and ηmodmax := maxK∈T discℓ
ηmodK we define for all K ∈ T discℓ the functions disc and mod by

disc (K) :=

{
true if ηdiscK ≥ γdiscη

disc
max,

false otherwise,
and mod (K) :=

{
true if ηmodK ≥ γmodη

mod
max ,

false otherwise

and extend mod (·) to all Q ∈ T modℓ via

mod (Q) :=

{
true ∃K ∈ T discℓ with mod (K) = true s.t. Q ∈ σ (K)
false otherwise.

6. Refine. The mesh T discℓ is refined according to the marking disc (·) and the mesh T modℓ

is refined according to the marking mod (·) of the simplices Q ∈ T modℓ .

1We emphasize that our error majorant is by no means restricted to discretizations via the Galerkin finite
element method. The only requirement is that some conforming approximation uℓ ∈ Sℓ ∈ H1

0 (Ω) has been
computed.
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1.4.3 Computation of the Error Majorant

In this section we will explain how the free function y ∈ H (Ω,div) and the parameter β in
M2

Ω(uℓ, y, β) are determined. This question has been considered in the literature (see, e.g.,
[36, 40, 42, 46, 45, 50, 58]). Below we will briefly discuss the application to our case. Note
that the computational cost for determining y and β has to be balanced with the gain of a
sharper a posteriori error estimate.

For given A, Aℓ, f, and CΩ, the squared majorant M2
Ω(uℓ, y, β) is a quadratic functional.

Our goal is to find some yℓ ∈ S2ℓ and β ∈ R such that M2
Ω(uℓ, yℓ, β) is close to the

minimum over y ∈ H (Ω,div) and β ∈ R. Note that the pair y = Aℓ∇u and β as in (1.21)
are the minimizers ofM2

Ω (u, y, β) and motivates the following starting guess in our recursive
algorithm. Let bℓ,j, 1 ≤ j ≤ Nℓ, denote the P1 nodal basis (“hat” functions) of the space Sℓ.
Then, the starting guess is given by the Clément interpolation of Aℓ∇uℓ, i.e.,

y
(0)
ℓ :=

Nℓ∑

j=1

αjbℓ,j with αj :=
1

|ωℓ,j|

∫

ωℓ,j

Aℓ∇uℓ and ωℓ,j := supp bℓ,j.

The recursion is defined for ν = 1, 2, . . . , νmax by:

• Compute

β
(ν)
ℓ :=

‖Aℓ∇uℓ − y
(ν−1)
ℓ ‖A−1

ℓ

CΩ

∥∥∥div y(ν−1)ℓ + f
∥∥∥
Ω

;

• Find y
(ν)
ℓ ∈ S2ℓ such that

(
1 + β

(ν)
ℓ

)(
y
(ν)
ℓ , w

)
A−1
ℓ

+

(
1 +

1

β
(ν)
ℓ

)(
div y

(ν)
ℓ , w

)
Ω

=
(
1 + β

(ν)
ℓ

)
(Aℓ∇uℓ, w)A−1

ℓ
−
(
1 +

1

β
(ν)
ℓ

)
C2Ω (f, w)Ω

for all w ∈ S2ℓ .

Remark 1.3 Numerical experiments are reported in [53] and show that the choice νmax = 1 is
sufficient for all the considered cases. Note that the global minimization requires the generation
and solution of a linear system of dimension 2N . On the one hand, we expect that the arising
computational cost is of the same order as the cost for computing uℓ.

The numerical tests of the combined modeling-discretization a posteriori error majorant
show the sharpness of the majorant for various test problems — for the details we refer to [53].
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2 Lecture 2: A Posteriori Estimates of the Modeling

Error for Elliptic Homogenization Problems

Remark. This part of the lecture notes is a slightly modified and extended version of the
paper [54].

2.1 Introduction

In this lecture, we will consider boundary value problems with periodic structures which
arise in various applications. Such structures are well known in industry (e.g., in composite
materials). Homogenization theory is a well established tool to analyse media with periodic
structures. Within the framework of the theory (see, e.g., [18], [28]), the behaviour of a
heterogeneous media is described with the help of a certain homogenized problem, which is
typically a boundary value problem with smooth coefficients, and the solution of a specially
constructed problem with periodic boundary conditions. It has been proved that the functions
reconstructed by this procedure converge to the exact solution as the cell size ε tends to zero.
Moreover, known a priori error estimates qualified the convergence rate in terms of ε. The
goal of this lecture is to derive an a posteriori estimate of the modeling error generated by
homogenization, i.e., to estimate the difference between the exact solution of the original
problem and its approximation obtained by the corresponding homogenized model. The error
majorant employs the solution of the homogenized problem and, thus, is an a posteriori
estimate.

The method is based on the theory of functional a posteriori estimates (see [40] - [46]),
in which estimates of the difference between the exact solution of boundary value problems
and arbitrary functions from the corresponding energy space has been derived by purely
functional methods, i.e., without any restriction to a specific discretization. As a result, the
estimates contain no mesh dependent constants and are applicable for any function from the
corresponding energy space. In [48] - [51] these properties have been used for the analysis of
various types of modeling errors. In the previous lecture (see [53]), it was suggested a combined
adaptive numerical strategy, which is based on simplification (defeaturing) of problems having
complicated and irregular coefficients. This strategy takes into account both, modeling and
approximation errors. It was demonstrated that it is efficient for problems having rapidly
changing (oscillating but non-periodical) diffusion coefficients.

Here, we consider a different case related to fine periodical structures, i.e., we are concerned
with homogenized models of an elliptic boundary value problem with periodical coefficients.

Let Ω ⊆ Rd be a bounded domain with Lipschitz boundary ∂Ω, and Ω =
⋃
iΠ

ε
i , where

Πε
i = xi + ε Π̂ =

{
x ∈ Rd | x− xi

ε
∈ Π̂

}
,

denotes the dilation and translation of the basic “cell” Π̂, xi is the reference point of Πε
i .

By x we denote the global (Cartesian) coordinate system in Rd and by i = (i1, i2, ...id) the
counting multi-indices for the cells. The notations

⋃
i and

∑
i are shorthands for the union

and summation over all cells. It is assumed that the total number of cellsΠε
i in Ω is bounded

from above by the quantity
c0 ε

−d, where c0 = O (1). (2.1)
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In the basic cell we use local Cartesian coordinates y ∈ Rd. For any Πε
i , local and global

coordinates are related by

y =
x− xi
ε

∈ Π̂ ∀x ∈ Πε
i ∀i.

The diffusion matrix in the periodic setting is given via the cell matrix function Â ∈
L∞(Π̂, Rd×dsym), where R

d×d
sym denotes the set of symmetric d× d− matrices. We assume that

c1|ξ|2 ≤ Â(y)ξ · ξ ≤ ρ
(
Â
)
|ξ|2 ∀ ξ ∈ Rd ∀y ∈ Π̂ a.e., (2.2)

where 0 < c1 ≤ c2 <∞. The global matrix Aε(x) defines the periodic structure on Ω

Aε(x) := Â

(
x− xi
ε

)
∀x ∈ Πε

i ∀i, (2.3)

where ε is a small parameter (geometrical size of a cell). Note that the ellipticity estimate

(2.2) for Â is inherited to Aε.
For f ∈ L2 (Ω) we consider the second-order elliptic equation

−div (Aε∇uε) = f in Ω

with homogeneous Dirichlet boundary conditions. The corresponding generalized solution is
defined by the variational formulation

∫

Ω

Aε∇uε · ∇w =
∫

Ω

fw ∀w ∈ H1
0 (Ω) . (2.4)

For any ε > 0, the solution uε ∈ H1
0 (Ω) exists and is unique. It is known (see, e.g., [13],

[18], [28]) that there exists a homogenized matrix A0 ∈ Rd×dsym (cf. (2.14)) which satisfies the
estimate (2.2) such that

uε → u0 in L2(Ω) and uε ⇀ u0 in H1
0 (Ω) for ε→ 0,

where u0 ∈ H1
0 (Ω) is the solution of the homogenized variational problem

∫

Ω

A0∇u0 · ∇w =
∫

Ω

fw ∀w ∈ H1
0 (Ω) . (2.5)

The homogenized problem (2.5) is well studied in the context of asymptotic analysis (see,
e.g., [13], [28]). In particular, it was shown that it is possible to find the approximation

u1ε (x) = u01

(
x,
x− xi
ε

)
∀x ∈ Πε

i ∀i, (2.6)

where
u01 (x, y) = u0(x) + ε u1(x, y) ∀x ∈ Ω, ∀y ∈ Π̂ (2.7)

and u1(x,·) is a Π̂−periodic function such that (cf. [28])

‖uε − u1ε‖H1(Ω) ≤ c
√
ε.
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Derivation of error indicators for homogenized problems is a topic of vivid research. Here, we
first of all mention residual type error indicators that develop the ideas suggested in [7, 8] for
finite element approximations. Since our approach is based on a different technique, we will
sketch here only briefly some relevant literature on residual based estimation and refer for a
detailed review, e.g., to [25]. A posteriori error estimates for the heterogeneous multiscale
discretization (HMM) of elliptic problems in a periodic setting can be found in [38] and [25].
In [1], an a posteriori estimate of residual type for general, possibly non-periodic, diffusion
tensors with micro-scales is presented while a residual-type a posteriori error estimate for
more general diffusion tensors has been developed in [25]. Also, we mention the papers
[6, 10, 15, 16, 37, 56, 57], which are closely related to the topic.

Our goal is to deduce estimates of a different type, which provide guaranteed upper bounds
of the modeling error and does not contain unknown constants. This error majorants reflects
the decomposition (2.7). The majorant is based on the homogenized problem and its solution
and, in addition, depends on free functions defined on the cell of periodicity. They should be
chosen such that the majorant becomes as small as possible and can either be computed as
the solution of a certain boundary value problem with periodic boundary conditions on the
basic cell or by minimizing the error majorant. In general, the estimate has the form

‖∇
(
uε − u1ε

)
‖Aε ≤ M⊕

(
u1ε; η, λ, s

)
, (2.8)

where

‖q‖Aε :=

(∫

Ω

Aε q · q
)1/2

. (2.9)

The majorant M⊕ depends on the solution of (2.5), the small parameter ε, and some other

functions, defined on Π̂. Technically the derivation is based on a posteriori error estimates of
functional type (see, e.g., [41]-[48]).

The structure of this lecture is as follows. In Section 2.2, we briefly overview the results
in the homogenization theory of second order elliptic operators which are significant for sub-
sequent analysis. In Section 2.2.1, we prove the main result, which yields computable upper
and lower bounds of the modeling error. Numerical experiments have been performed and are
reported in [54] which underpin the sharpness of the derived estimates.

2.2 Homogenization of second order elliptic operators

As a notation we associate to a sufficiently smooth function v̂ : Ω × Π̂ → R the periodic
version by

v (x) := v̂

(
x,
x− xi
ε

)
∀x ∈ Πε

i ∀i.

On each cell Πε
i , the operator −div (Aε∇) can be represented in a different form:

−div (Aε∇v) (x) =
(
Ãεv̂

)(
x,
x− xi
ε

)
∀x ∈ Πε

i ∀i.

To define the operator Ãε we need some notation. We write∇x, divx to indicate differentiation
with respect to the “domain variable” x ∈ Ω and ∇y, divy for differentiation with respect

to the “cell variable” y ∈ Π̂. The notation ∇x∇⊺
x is short for the matrix

(
∂2

∂xi∂xj

)d
i,j=1

and

12



∇x∇⊺
y and ∇y∇⊺

y are defined analogously. Recall that the operator Â is defined on Π̂ and
hence solely depends on the cell variable. For d×d matrices A and B, we write A : B for the
Euclidean product of matrices.

With this notation at hand the operator Ãε can be written in the form

Ãε = −
(
divx + ε−1 divy

) (
Â
(
∇x + ε−1∇y

))
= ε−2A1 + ε−1A2 +A3,

and

A1 = −divy
(
Â∇y

)
, A2 = −divy

(
Â∇x

)
− divx

(
Â∇y

)
, A3 = −divx

(
Â∇x

)
.

Within the framework of the homogenization theory, the construction of an efficient approxi-
mation of the desired function uε is based on the form (2.6) - (2.7). It holds

−div
(
Aε∇u1ε

)
(x) =:

(
Ãεu0,1

)(
x,
x− xi
ε

)
∀x ∈ Πε

i ∀i,

where
Ãεu01 = ε−1 (A1 u1 +A2 u0) + (A3 u0 +A2 u1) + εA3 u1.

The natural requirement “ Ãεu
1
ε must be uniformly bounded as ε tends to zero” leads to

the condition A1 u1 +A2 u0 = 0. Hence,

− divy
(
Â∇yu1

)
= divy

(
Â∇xu0

)
.

This equation is considered as a problem on the cell of periodicity depending on the domain
variable x ∈ Ω as a parameter.

In what follows, we assume that u0 (solution of (2.5)) belongs to H2(Ω). It is well known
(e.g., [24]) that this assumption holds if f ∈ L2 (Ω) and, e.g., Ω is a bounded domain with a
smooth boundary or (in the case d = 2 ) Ω is a convex bounded Lipschitz domain.

Let N = (Nk)
d
k=1 be the unique solution of the auxiliary problem (âk denotes the k-th

row of the Matrix Â.)

diyy Â∇yNk = divy âk in Π̂,

Nk satisfies periodic boundary conditions,∫

Π̂

Nk = 0.

(2.10)

Then u1(x, y) can be written (cf., e.g., [11], [13], [28]) as

u1(x, y) = −〈N (y) ,∇xu0 (x)〉 .

Therefore, u1ε as defined in (2.6) has the form

u1ε (x) = u0(x) − ε

〈
N

(
x− xi
ε

)
,∇xu0 (x)

〉
, ∀y ∈ Π̂ ∀x ∈ Πε

i ∀i. (2.11)

We always consider N and Â as functions of y ∈ Π̂ and u0 as a function which depends solely
on x ∈ Ω. Then, somewhat tedious calculations yield

A3 u0 +A2 u1 =
(
−Â+ Â∇yN

⊺
)
: ∇x∇⊺

xu0 + divy
(
Â∇x∇⊺

xu0N
)
. (2.12)
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Let ω ⊂ Ω be a measurable subset. For a function ζ ∈ L1(ω) the integral mean is given
by

〈ζ〉ω :=
1

|ω|

∫

ω

ζ. (2.13)

If we write
∫
ω
〈ζ〉ω we consider this average as a constant function on ω (for vector-valued

functions, we apply this definition componentwise). We denote the error caused by the average
(2.13) by

δωζ := ‖ζ − 〈ζ〉ω‖ω,
where ‖ · ‖ω denotes the standard L2−norm on ω. For vector-valued functions ζ = (ζk)

d
k=1 ∈

L1
(
ω,Rd

)
and φ = (φk)

d
k=1 ∈ L1

(
Ω,Rd

)
we define the local and piecewise averages by

δωζ :=
(
‖ζk − 〈ζk〉ω‖ω

)d
k=1

, δpwΩ φ := εd/2

(∑

i

‖φk − 〈φk〉Πε
i
‖Πε

i

)d

k=1

and

(δωζ)
2 :=

(
‖ζk − 〈ζk〉ω‖

2
ω

)d
k=1

, (δpwΩ φ)
2 := εd



(∑

i

‖φk − 〈φk〉Πε
i
‖Πε

i

)2


d

k=1

.

The mean value of the right-hand side of (2.12) with respect to y is given by

〈A3 u0 +A2 u1〉Π̂ = −
〈
Â (I−∇yN

⊺)
〉
Π̂
: ∇x∇⊺

xu0 =: −A0 : ∇x∇⊺
xu0 = −divx (A0∇xu0) ,

since, due to the periodicity of Â and N, the integral mean over the last term in (2.12)

vanishes as a consequence of Gauss’ theorem (with n denoting the outward normal to Π̂)
∫

Π̂

divy

(
Â∇x∇⊺

xu0N
)
=

∫

Π̂

〈
n, Â∇x∇⊺

xu0N
〉
= 0.

The homogenization matrix is given by

A0 =
〈
Â (I−∇yN

⊺)
〉
Π̂

(2.14)

with the solution N : = (Nk)
d
k=1 of the cell problem (2.10). In general, u1ε defined by (2.11)

does not satisfy the boundary conditions. We introduce the boundary corrected approximation
w1ε ofuε by

w1ε(x) := u0(x) − εψε(x)

〈
N

(
x− xi
ε

)
,∇u0 (x)

〉
∀x ∈ Πε

i ∀i, (2.15)

where the cutoff function

ψε(x) := min{1, 1
ε
dist(x, ∂Ω)}.

satisfies the following conditions (for Lipschitz domains Ω):

ψε ∈W 1,∞
0 (Ω), ψε ≡ 1 inΩinε := {x ∈ Ω | dist(x, ∂Ω) > ε},

0 ≤ ψε ≤ 1, ε |∇ψε| ≤ c inΩ for some c independent of ε.
(2.16)

We summarize the three steps for computing the augmented approximation w1ε ofuε below.
Note that our error majorant will depend on this precomputed function.
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i) The solutions Nk of the cell problems

div
(
Â∇Nk

)
= div âk in Π̂,

Nk is periodic in Π̂,∫

Π̂

Nk = 0,

(2.17)

have to be computed which allow to determine the homogenized matrix in the general
case (cf. (2.14)):

A0 =
〈
Â (I−∇N)

〉
Π̂
.

ii) The homogenized problem has to be solved: Find u0 ∈ H1
0 (Ω) such that

∫

Ω

A0∇u0 · ∇w =

∫

Ω

f w ∀w ∈ H1
0 (Ω). (2.18)

iii) With the help of u0 and Nk, we obtain the approximation w1ε of uε via

w1ε (x) := u0(x) − εψε(x)

〈
N

(
x− xi
ε

)
,∇xu0 (x)

〉
∀x ∈ Πε

i ∀i (2.19)

with the cutoff function ψε := min{1, 1
ε
dist(x, ∂Ω)}.

It is proved (see, e.g., in [20, 28]) that the following error estimate holds:

‖uε − w1ε‖H1(Ω) ≤ c̃
√
ε. (2.20)

Relation (2.20) provides an a priori estimate of the modeling error evaluated in terms of
the parameter ε. In the next section, we deduce a guaranteed a posteriori error majorant of

‖∇(uε − w1ε)‖Aε

which employ the computed functions Nk as well as the homogenized solution u0.

2.2.1 Error estimate of the modeling error

In this section, we first prove a subsidiary result which states an upper bound of the L2-
product of a globally defined function and a periodic function defined on the cell. For a vector
µ = (µi)

d
i=1 ∈ (R>0)

d and s ∈ R we denote by µs the componentwise application of the power

s, i.e., µs = (µsi )
d
i=1.

Lemma 2.1 For all g ∈ L2(Ω)d, η ∈ L2(Π̂)d, and all λ = (λd)
d
k=1 ∈ (R>0)d it holds

∑

i

∫

Πε
i

g(x) · η
(
x− xi
ε

)
dx ≤ |Ω| 〈g〉Ω · 〈η〉Π̂ +

λ

2
· (δpwΩ g)2 +

λ−1

2
· (δΠ̂η)2. (2.21)
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Proof. For any g ∈ L2(Ω)d, we have

I :=
∑

i

∫

Πε
i

g(x) · η
(
x− xi
ε

)
dx =

d∑

k=1

∑

i

∫

Πε
i

gk(x) ηk

(
x− xi
ε

)
dx

=
d∑

k=1

∑

i

∫

Πε
i

(
gk(x)− 〈gk〉Πε

i

)
ηk

(
x− xi
ε

)
dx +

d∑

k=1

∑

i

∫

Πε
i

〈gk〉Πε
i
ηk

(
x− xi
ε

)
dx.

Since

∑

i

∫

Πε
i

〈gk〉Πε
i
ηk

(
x− xi
ε

)
dx = εd

∫

Π̂

ηk
∑

i

1

|Πε
i |

∫

Πε
i

gk = εd
∫

Π̂

ηk
∑

i

1

εd |Π̂|

∫

Πε
i

gk

=

∫

Π̂

ηk
1

|Π̂|

∫

Ω

gk = |Ω| 〈gk〉Ω 〈ηk〉Π̂

and

∑

i

∫

Πε
i

(
gk(x)− 〈gk〉Πε

i

)
ηk

(
x− xi
ε

)
dx =

∑

i

∫

Πε
i

(
gk(x)− 〈gk〉Πε

i

) (
ηk

(
x− xi
ε

)
− ck

)
dx

≤
(∑

i

‖gk − 〈gk〉Πε
i
‖Πε

i

) (∫

Πε
i

(
ηk

(
x− xi
ε

)
− ck

)2
dx

)1

=

(∑

i

‖gk − 〈gk〉Πε
i
‖Πε

i

)
εd/2 ‖ηk − ck‖Π̂,

we find that

I ≤
∑

k

(
|Ω| 〈gk〉Ω 〈ηk〉Π̂ + (δpwΩ g)k ‖ηk − ck‖Π̂

)

≤
∑

k

(
|Ω| 〈gk〉Ω 〈ηk〉Π̂ +

λk
2
(δpwΩ g)2k +

1

2λk
‖ηk − ck‖2Π̂

)

= |Ω| 〈g〉Ω · 〈η〉Π̂ +
1

2
λ · (δpwΩ g)2 +

1

2

∫

Π̂

∑

k

1

λk
(ηk − ck)

2 ,

where λ ∈ Rd>0 and (ck)
d
k=1 ∈ Rd are arbitrary vectors. In particular, we set ck = 〈ηk〉Π̂, and

this implies (2.21).
Let ∇∇⊺u0 (x) and ∇N⊺ denote the Hessian matrix of u0 and the Jacobian matrix of

vector N , respectively. In order to present the main estimate in a transparent form, we define
the function

G :=
(
∇w1ε −A−1

ε A0∇u0
)
=

((
I−A−1

ε A0
)
∇u0 − ε∇

(
ψεN

( · − xi
ε

)
· ∇u0

))
∀i.
(2.22)

These functions allows to define part of the error majorant

F
(
w1ε ; η,λ, s

)
:= ‖G‖2Aε

+ 2 εs |Ω| 〈G〉Ω · 〈η〉Π̂+
+ εs

(
λ−1 · (δΠ̂η)2 + λ · (δpwΩ G)2

)
+ c0ε

2s ‖η‖2
Â−1,

, (2.23)
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where λ ∈ Rd>0, s ∈ R ,

η ∈ H0(Π̂, div) :=
{
ϑ ∈ H(Π̂, div), 〈div ϑ〉Π̂ = 0

}

and

H(Π̂, div) :=

{
ϑ ∈

(
L2
(
Π̂
))d

, div ϑ ∈ L2
(
Π̂
)}

.

Now, we formulate of our main result.

Theorem 2.2 Let Aε be defined by (2.3) and let (2.1), (2.2) be satisfied. Let the reference

cell Π̂ be convex. We assume that the right-hand side in (2.4) satisfies f ∈ L2 (Ω) and uε
denotes the exact solution. The solution u0 of the homogenized problem is required to be in
H2 (Ω). The approximation defined by (2.19) with ψε so that (2.16) holds is denoted by w1ε.
Then, the error uε − w1ε can be estimated by

‖∇(uε − w1ε)‖Aε ≤ M⊕

(
w1ε , η, λ, s

)
:= F1/2

(
w1ε ; η,λ, s

)
+ εs C̃ ‖div η‖Π̂, (2.24)

where F is defined by (2.23). The quantities η ∈ H0(Π̂, div), λ ∈ Rd>0, and s ∈ R are free

parameters and the constant C̃ is defined by (2.29).

Proof. For any v, w ∈ H1
0 (Ω) and τ ∈ H(Ω, div), we have

∫

Ω

Aε∇(uε − v) · ∇w =
∫

Ω

(−Aε∇v · ∇w + f w)

=

∫

Ω

(τ −Aε∇v) · ∇w +

∫

Ω

(div τ + f)w. (2.25)

We set w = uε − v and estimate the first term in (2.25) as follows:

∫

Ω

(τ −Aε∇v) · ∇(uε − v) ≤ ‖∇(uε − v)‖Aε ‖Aε∇v − τ‖A−1
ε
. (2.26)

We assume that τ , on any Πε
i , is of the form

τ (x) = τ 0(x)− εsη

(
x− xi
ε

)
(2.27)

with
div τ 0 = −f and η ∈ H0

(
Π̂, div

)
.

Since

div τ (x) = div τ 0 (x)− εs−1 (div η)

(
x− xi
ε

)
= −f − εs−1 (div η)

(
x− xi
ε

)
∀x ∈ Πε

i ∀i

and 〈
(div η)

( · −xi
ε

)〉

Πε
i

= εd 〈div η〉Π̂ = 0
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we obtain ∫

Ω

(div τ + f) (uε − v) = −
∑

i

∫

Πε
i

εs−1 (div η)

( · −xi
ε

)
(uε − v)

≤ εs
∑

i

εd/2−1‖div η‖Π̂ CΠε
i
‖∇(uε − v)‖Πε

i
,

where CΠε
i
is the constant in the Poincare’s inequality for Πε

i . For convex domains, CΠε
i
≤

diamΠε
i

π
(for d = 1, 2, 3) (cf. [39]) and diamΠε

i = ̺ε for some ̺ = O (1) depending on d and

geometric properties of the basic cell (if, e.g., the cell is a cube, then ̺ =
√
d).

We use (2.1) and arrive at the estimate
∫

Ω

(div τ + f) (uε − v) ≤ εs ε
d
2
−1 ‖div η‖Π̂

√
c0 ε

− d
2 ε

̺

π
‖∇(uε − v)‖

= εs
̺

π

√
c0 ‖div η‖Π̂ ‖∇(uε − v)‖.

In view of (2.2), we obtain
∫

Ω

(div τ + f) (uε − v) ≤ εs C̃ ‖div η‖Π̂ ‖∇(uε − v)‖Aε, (2.28)

where

C̃ =
̺

π

√
c0
c1
. (2.29)

Now (2.25), (2.26), and (2.28) imply the estimate

‖∇(uε − v)‖Aε ≤ ‖Aε∇v − τ‖A−1
ε
+ εs C̃ ‖ div η‖Π̂. (2.30)

Consider the first term in the right-hand side of the estimate (2.30) and set

v := w1ε and τ 0 := A0∇u0
It holds

∇w1ε = ∇u0 − ε∇
(
ψεN

( · − xi
ε

)
· ∇u0

)
∀i

Hence,

Aε∇w1ε − τ = Aε

(
∇u0 − ε∇

(
ψεN

( · − xi
ε

)
· ∇u0

))
− τ 0 + εsη

( ·−xi
ε

)

= AεG+ εsη

( ·−xi
ε

)
∀i

with G as in (2.22). This leads to

∥∥Aε

(
∇w1ε − τ

)∥∥2
A−1
ε
=
∑

i

∫

Πε
i

{
Â−1

(
x− xi
ε

)(
Â

(
x− xi
ε

)
G (x) + εsη

(
x− xi
ε

))

·
(
Â

(
x− xi
ε

)
G (x) + εsη

(
x− xi
ε

))}
dx

= ‖G‖2Aε
+
∑

i

(
ε2s+d ‖η‖2

Â−1 + 2ε
s

∫

Πε
i

G (x) · η
(
x− xi
ε

))

The result now follows from (2.1) and Lemma 2.1.
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Remark 2.3 The right-hand side of the majorant (2.24) is the sum of two non-negative terms,
which include a “free function" η defined on the cell of periodicity. Hence, the computation
of the majorant is based on the flux of homogenized solution and a proper selection of the
function η defined on the cell of periodicity. The scalar parameters λi and the power s can
be selected in order to minimize the overall value of the majorant. We emphasize that the
majorant does not require an approximation of the flux associated with the original periodic
problem.

The following remark concerns the effect of the term εs η in the ansatz for τ in (2.27).

Remark 2.4 If a periodic structure is coarse and consists of relatively few cells (e.g., 25-

100) and/or the coefficients of the matrix Â have jumps, oscillations, etc. then the term
εs η may augment the homogenized flux substantially. If the periodic structure is fine, then
the correction term is less significant and its influence can be diminished by increasing values
of s. In the limit case, i.e., s→ +∞, we obtain the following simplified version of the error
majorant

‖∇(uε − w1ε)‖Aε ≤ M⊕ (u0, ε) :=

∣∣∣∣∣
∑

i

∫

Πε
i

Â

(
x− xi
ε

)
G(x) ·G(x) dx

∣∣∣∣∣

1/2

,

(2.31)
where G(x) is defined by (2.22). This majorant does not include any domain dependent
constants or auxiliary functions and, hence, can be computed from Nk and u0.

Remark 2.5 In certain cases, we may know only numerical approximations to the solutions
Nk and u0 of the cell problem (cf. (2.17)) and of the homogenized equation (cf. (2.18)).
The corresponding approximation errors can be estimated by error majorants of similar types
(see [40] - [53] and references therein). Then, the overall error majorant will include both,
approximation and modeling errors. A combined modeling-discretization strategy is suggested
in [53] (where the modeling error is generated by defeaturing of a complicated structure) and
should be used in this case. This topic deserves a separate investigation and lies beyond the
framework of this paper which is focused on the principal structure of the guaranteed error
bound for homogenized problems.
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3 Lecture 3: A Posteriori Error Estimation for Highly

Indefinite Problems

Remark. This part of the lecture notes is an extended version of the paper [21] and includes
details from [30], [32], [33].

3.1 Introduction

In this lecture we will introduce a new analysis for residual-based a posteriori error estimation.
We consider the conforming Galerkin method with hp-finite elements applied to a class of
highly indefinite boundary value problems, which arise, e.g., when electromagnetic or acoustic
scattering problems are modelled in the frequency domain. As our model problem we consider
a highly indefinite Helmholtz equation with oscillatory solutions.

Residual-based a posteriori error estimates for elliptic problems have been introduced in
[7], [8] and their theory for elliptic problems is now fairly completely established (cf. [60], [3]).
To sketch the principal idea and to explain our goal, let u denote the (unknown) solution of
the weak formulation of an elliptic second order PDE with appropriate boundary conditions.
Typically the solution belongs to some infinite-dimensional Sobolev space H. Let uS denote
a computed Galerkin solution based on a finite dimensional subspace S ⊂ H. A (reliable)
a posteriori error estimator is a computable functional η which depends on uS and the given
data such that an estimate of the form

‖u− uS‖H ≤ Cη (uS) (3.1)

holds for a (minimal) constant C which either is known explicitly or sharp upper bounds
are available. We emphasize that in the literature various refinements of this concept of
a posteriori error estimation exist while, for the purpose of our introduction, this simple
definition is sufficient.

In the classical theory the constant C depends linearly on the norm of the solution operator
of the PDE in some appropriate function spaces, more precisely, it depends reciprocally on
the inf-sup constant γ. In [31] it was proved for the Helmholtz problem with Robin boundary
conditions that for certain classes of physical domains the reciprocal inf-sup constant 1/γ
(and, hence, also the constant C in (3.1)) grows linearly with the wavenumber. See also [23]
for further estimates of the inf-sup constant for the Helmholtz problem. However, this implies
that for large wavenumbers the classical a posteriori estimation becomes useless because the
error then typically is highly overestimated. Additional difficulties arise for the a posteriori
error estimation for highly indefinite problems because the existence and uniqueness of the
classical Galerkin solution is ensured only if the mesh width is sufficiently small.

In contrast to definite elliptic problems, there exist only relatively few publications in the
literature on a posteriori estimation for highly indefinite problems (cf. [4], [5], [27]).

In [30] and [32] a new a priori convergence theory for Galerkin discretizations of highly
indefinite boundary value problems has been developed which is based on new regularity
estimates (the splitting lemmas as in [30] and [32]) where the solution is split into a “rough
part” with wavenumber-independent regularity constant and a “smooth” part with high-order
regularity in (weighted) Sobolev spaces but more critical dependence of the regularity constant
on the wavenumber. This theory allows in the a priori convergence theory to “absorb” the
L2-error which depends critically on the wavenumber in the wavenumber-independent part of
the equation.
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We will develop a new a posteriori analysis based on similar ideas: The L2-part of the
a posteriori error will be estimated by the H1-error and then can be compensated by an
appropriate choice of the hp-finite element space.

This lecture is structured as follows. In Section 3.2, we will consider as our model problem
the high frequency, time harmonic scattering of an acoustic wave at some bounded domain
in an unbounded exterior domain and transform it to a finite domain by using a Dirichlet-
to-Neumann boundary operator resp. some approximation to it. We define a conforming
Galerkin hp-finite element discretization for its numerical approximation and formulate the a
posteriori error estimator for hp-finite elements.

In Section 3.3, we summarize the a priori analysis as in [30] and [32] which will be needed
a) to determine the minimal hp-finite element space for a stable Galerkin discretization and b)
to estimate the adjoint approximation property which will appear as weights in our a posteriori
error estimation.

In Section 3.4, we will present the a posteriori error analysis and prove the reliability and
efficiency of our estimator. It will turn out that the optimal polynomial degree p will depend
logarithmically on the wavenumber and, hence, the finite element interpolation theory has to
be explicit with respect to the mesh width h and the polynomial degree p.

3.2 Model Helmholtz Problems and their Discretization

3.2.1 Model Problems

The Helmholtz equation describes wave phenomena in the frequency domain which, e.g., arises
if electromagnetic or acoustic waves are scattered from or emitted by bounded physical objects.
In this light, the computational domain for such wave problems, typically, is the unbounded
complement of a bounded domain Ωin ⊂ Rd, d = 1, 2, 3, i.e., Ωout := Rd\Ωin. Throughout this
paper, we assume that Ωin has a Lipschitz boundary Γin := ∂Ωin.

The Helmholtz problem depends on the wavenumber k. In most parts of the paper (ex-
ceptions: Remarks 3.23, 3.13 and Corollaries 3.35, 3.36) we allow for variable wavenumber
k : Ωout → R but always assume that k is real-valued, nonnegative, and a positive constant
outside a sufficiently large ball (cf. (3.11)).

For a given right-hand side f ∈ L2 (Ωout), the Helmholtz problem is to seek U ∈ H1
loc (Ω

out)
such that (

−∆− k2
)
U = f in Ωout (3.2a)

is satisfied. Towards infinity, Sommerfeld’s radiation condition is imposed

|∂rU − i kU | = o
(
|x| 1−d2

)
for |x| → ∞, (3.2b)

where ∂r denotes differentiation in radial direction and | · | the Euclidian vector norm. For
simplicity we restrict here to homogeneous Dirichlet boundary condition on Γin

U |Γin = 0. (3.2c)

Assumption 3.1 The right-hand side f in (3.2a) is local in the sense that there exists some
bounded, simply connected Lipschitz domain2 Ω⋆ such that a) Ωin ⊂ Ω⋆, b) supp(f) ⊂ Ω⋆, and
c) k is constant in a neighbourhood of ∂Ω⋆.

2Since Ωin is bounded, Ω⋆ always can be chosen as a ball. Other choices of Ω⋆ might be preferable in
certain situations.
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Figure 1: Scatterer Ωin with boundary Γin and exterior domain Ωout. The support of f is
assumed to be contained in the bounded region Ω⋆. The domain for the weak variational
formulation is Ω = Ω⋆\Ωin.

The computational domain (cf. Figure 1) will be

Ω := Ω⋆\Ωin (3.3)

and, next, we will derive appropriate boundary conditions at the outer boundary Γout := ∂Ω⋆.
Problem (3.2) can be reformulated in an equivalent way as a transmission problem by seeking
functions u ∈ H1 (Ω) and uout ∈ H1

loc(R
d\Ω⋆) such that

(−∆− k2)u = f in Ω,
(−∆− k2)uout = 0 in Rd\Ω⋆,

u = 0 on Γin,
u = uout and ∂nu = ∂nu

out on Γout,

|∂ruout − i kuout| = o
(
|x| 1−d2

)
for |x| → ∞.

(3.4)

Here, n denotes the normal vector pointing into the exterior domain Rd\Ω⋆ and ∂n denotes
differentiation in normal direction.

It can be shown that, for given g ∈ H1/2 (Γout), the problem: Find w ∈ H1
loc

(
Rd\Ω⋆

)
such

that
(−∆− k2)w = 0 in Rd\Ω⋆,

w = g on Γout,

|∂rw − i kw| = o
(
|x| 1−d2

)
for |x| → ∞

(3.5)

has a unique weak solution. The mapping g "→ w is called the Steklov—Poincaré operator and
denoted by SP : H

1/2 (Γout)→ H1
loc

(
Rd\Ω⋆

)
. The Dirichlet-to-Neumann (DtN) map is given

by Tk := γ1SP : H
1/2 (Γout) → H−1/2 (Γout), where γ1 := ∂n is the normal derivative operator

at Γout. Hence, problem (3.4) can be reformulated as: Find u ∈ H1 (Ω) such that

(−∆− k2) u = f in Ω,
u = 0 on Γin,

∂nu = Tku on Γout.
(3.6)
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The previous problems are posed in the weak formulation given by: Find

u ∈ H :=
{
u ∈ H1 (Ω) : u|Γin = 0

}
(3.7)

such that

ADtN (u, v) :=

∫

Ω

(
〈∇u,∇v̄〉 − k2uv̄

)
−
∫

Γout
(Tku) v̄ =

∫

Ω

fv for all v ∈ H. (3.8)

Since the numerical realization of the nonlocal DtN map Tk is costly, various approaches exist
in the literature to approximate this operator by a local operator. The most simple one is the
use of Robin boundary conditions leading to

(−∆− k2) u = f in Ω,
u = 0 on Γin,

∂nu = i ku on Γout.
(3.9)

The weak formulation of this equation is given by: Find u ∈ H such that

ARobin (u, v) :=

∫

Ω

(
〈∇u,∇v̄〉 − k2uv̄

)
−
∫

Γout
i kuv̄ =

∫

Ω

fv for all v ∈ H. (3.10)

In most parts of this paper we allow indeed that k is a function varying in Ω, while the
following conditions are always assumed to be satisfied:

k ∈ L∞
(
Rd,R

)
, 0 ≤ essinfx∈Ω k (x) ≤ esssupx∈Ω k (x) =: kmax <∞,

k = kconst outside a large ball,

k = kconst in an neighbourhood U⋆const of Γout.
(3.11)

Let Uconst := U⋆const ∩ Ω. The constants in the estimates in this paper will depend on kmax,
and Uconst (through a trace inequality as in Lemma 3.3) but hold uniformly for all functions
k satisfying (3.11).

3.2.2 Abstract Variational Formulation

Notation 3.2 For a Lebesgue-measurable set ω ⊂ Rd and p ∈ [1,∞], m ∈ N, we denote by
Lp (ω) the usual Lebesgue space with norm ‖·‖Lp(ω) and by Hm (ω) the usual Sobolev spaces
with norm ‖·‖Hm(ω). The seminorm which contains only the derivatives of highest order is
denoted by |·|Hm(ω). We equip the space H with the norm

‖v‖H;Ω :=
(
‖∇v‖2L2(Ω) + ‖k+v‖

2
L2(Ω)

)1/2
with k+ := max {1, k} (3.12)

which is obviously equivalent to the H1(Ω)-norm.

Since Γout is a Lipschitz manifold and Uconst is a Lipschitz domain, it is well known that
the following trace estimates hold (see [14, (1.6.6) Theorem]).

Lemma 3.3 There exists a constant Ctr depending only on Uconst such that

∀u ∈ H1 (Ω) : ‖u‖H1/2(Γout) ≤ Ctr ‖u‖H;Uconst (3.13a)

and
∀u ∈ H1 (Ω) : ‖u‖L2(Γout) ≤ Ctr ‖u‖1/2L2(Uconst)

‖u‖1/2H1(Uconst)
. (3.13b)
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Corollary 3.4 For u ∈ H1 (Ω), we have

∥∥∥
√
ku
∥∥∥
L2(Γout)

≤ Ctr ‖u‖H;Uconst ≤ Ctr ‖u‖H;Ω .

Proof. Since k = kconst on Uconst, there holds

kconst ‖u‖2L2(Γout) ≤ C2trkconst ‖u‖L2(Uconst) ‖u‖H1(Uconst)

≤ C2tr
2

(
k2const ‖u‖2L2(Uconst) + ‖u‖

2
H1(Uconst)

)

=
C2tr
2

((
1 + k2const

)
‖u‖2L2(Uconst) + |u|

2
H1(Uconst)

)
(3.14)

≤ C2tr

(
‖k+u‖2L2(Uconst) + |u|

2
H1(Uconst)

)
.

Both sesquilinear forms ADtN (3.8) and ARobin (3.10) belong to the following class of forms
(see Proposition 3.7).

Assumption 3.5 (Variational formulation) Let Ω ⊂ Rd, for d ∈ {2, 3}, be a bounded
Lipschitz domain. Then H, equipped with the norm ‖·‖H;Ω, is a closed subspace of H1 (Ω).
We consider a sesquilinear form A : H×H → C that can be decomposed into A = a−b, where

a (v,w) :=

∫

Ω

(
〈∇v,∇w̄〉 − k2vw̄

)

and the sesquilinear form b satisfies the following properties:

a. b : H×H → C is a continuous sesquilinear form with

|b(v, w)| ≤ Cb‖v‖H;Ω‖w‖H;Ω for all v, w ∈ H, (3.15)

for some positive constant Cb.

b. There exist θ ≥ 0 and γell > 0 such that the following Gårding inequality holds:

Re (a(v, v)− b(v, v)) + θ‖k+v‖2L2(Ω) ≥ γell‖v‖2H;Ω for all v ∈ H. (3.16)

c. The adjoint problem: Find z ∈ H such that

a(v, z)− b(v, z) = (v, f)L2(Ω) for all v ∈ H (3.17)

is uniquely solvable for every f ∈ L2(Ω) with bounded solution operator Q⋆
k : L

2(Ω)→ H,
f "→ z, more precisely, the (k-dependent) constant

Cadjk := sup
f∈L2(Ω)\{0}

‖Q⋆
k

(
k2+f

)
‖H;Ω

‖k+f‖L2(Ω)
(3.18)

is finite.
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Problem 3.6 Let A be a sesquilinear form as in Assumption 3.5. For given f ∈ L2 (Ω), we
seek u ∈ H such that

a (u, v)− b (u, v) =

∫

Ω

fv̄ for all v ∈ H. (3.19)

Proposition 3.7 Both sesquilinear forms ARobin (3.10) and ADtN (3.8) (under the additional
condition that Γout is a sufficiently large sphere) satisfy Assumption 3.5.

Proof. The proof is a slight modification of the corresponding proofs for constant wavenumber
k in [30] and [31]. Condition (a) for ARobin follows from Corollary 3.4. For ADtN we employ
that k is constant in Uconst and Γout is a sphere of a radius R > 0. Hence, from the proof of
[30, Lemma 3.3]3 it follows that

∣∣∣∣
∫

Γout
(Tku) v̄

∣∣∣∣

≤ C
(
R−1 ‖u‖H1/2(Γout) ‖v‖H1/2(Γout) + kconst ‖u‖L2(Γout) ‖v‖L2(Γout)

)
.

By using Corollary 3.4 we obtain
∣∣∣∣
∫

Γout
(Tku) v̄

∣∣∣∣ ≤ C

(
1 +

1

R

)
C2tr ‖u‖H;Ω ‖v‖H;Ω

and the continuity of ADtN follows.
For condition (b) and Robin boundary conditions, we employ

Re (ARobin(v, v)) + 2‖k+v‖2L2(Ω) ≥
∫

Ω

(
|∇v|2 + k2+ |v|2 +

(
k2+ − k2

)
|v|2

)

≥ ‖v‖2H;Ω
and (3.16) holds with θ = 2 and γell = 1.

For the sesquilinear form ADtN we employ

Re

(∫

Γout
Tkv v̄

)
≤ 0 ∀v ∈ H1/2

(
Γout

)
(3.20)

(proved [30, Lemma 3.3 (2)] by using spectral analysis) to obtain

Re (ADtN(v, v)) + 2‖k+v‖2L2(Ω)

≥
(∫

Ω

(
|∇v|2 + k2+ |v|2 +

(
k2+ − k2

)
|v|2

)
−Re

(∫

Γout
Tkv v̄

))

≥ ‖v‖2H;Ω
and (3.16) again holds with θ = 2 and γell = 1.

For condition (c) we may apply Fredholm’s theory and, hence, it suffices to prove that

a (u, v)− b (u, v) = 0 for all v ∈ H (3.21)

3In [30, Lemma 3.3] the Dirichlet-to-Neumann operator Tk has been analysed for a sphere by using the
fact that spherical harmonics are the eigenfunctions of Tk with known eigenvalues. Then the proof follows by
bounding these eigenvalues uniformly in k.
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implies u = 0. For Robin boundary conditions we argue as in [31, (8.1.2)] and for DtN
boundary conditions as in [30, Proof of Theorem 3.8] to see that (3.21) implies u|∂Ω = 0 in
the sense of traces. Hence, u solves

∫

Ω

(
〈∇u,∇v̄〉 − k2uv̄

)
= 0 for all v ∈ H. (3.22)

Let Ω⋆⋆ be a bounded domain such that Ω ⊂ Ω⋆⋆ ⊂ Rd\Ωin and Γout ⊂ Ω⋆⋆. The extension of
u by zero to Ω⋆⋆ is denoted by u0. It satisfies u ∈ H (Ω⋆⋆) := {u ∈ H1 (Ω⋆⋆) | u|Γin = 0} and

∫

Ω

(
〈∇u0,∇v̄〉 − k2u0v̄

)
= 0 for all v ∈ H (Ω⋆⋆) .

Elliptic regularity theory implies that u0 ∈ H2 (Q) for any compact subset Q ⊂ Ω⋆⋆, in
particular, in an open Ω⋆⋆ neighbourhood of Γout. The unique continuation principle (cf. [29,
Ch. 4.3]) implies that u0 = 0 in Ω⋆⋆ so that u = 0 in Ω.

3.2.3 Discretization

Conforming Galerkin Discretization A conforming Galerkin discretization of Problem
3.6 is based on the definition of a finite dimensional subspace S ⊂ H and is given by: Find
uS ∈ S such that

a (uS, v)− b (uS, v) =

∫

Ω

fv for all v ∈ S. (3.23)

hp-Finite Elements As an example for S as above, we will define hp-finite elements on a
finite element mesh T consisting of simplices with maximal mesh width h and local polynomial
degree p. Before formulating the conditions on the mesh in an abstract way, we give an example
of a typical construction.

Example 3.8 (Patchwise construction of FE mesh.) Let Ω denote a bounded domain.

(a) We assume that a polyhedral (polygonal in 2D) domain Ω̃ along with a bi-Lipschitz

mapping χ : Ω̃ → Ω is given. Let T̃ macro =
{
K̃macro
i : 1 ≤ i ≤ q

}
denote a conforming

finite element mesh for Ω̃ consisting of open simplices. T̃ macro is considered as a coarse
partition of Ω̃, i.e., the diameters of the elements in T̃ macro are of order 1. We assume
that the restrictions χi := χ|K̃macro

i
are analytic for all 1 ≤ i ≤ q.

(b) The finite element mesh with step size h is generated by refining the mesh T̃ macro in some

standard (conforming) way and denoted by T̃ =
{
K̃i : 1 ≤ i ≤ N

}
. The corresponding

finite element mesh for Ω then is defined by T =
{
K = χ

(
K̃
)
: K̃ ∈ T̃

}
.

Note that, for any K = χ
(
K̃
)
∈ T , there exists an affine bijection AK : K̂ → K̃ which

maps the reference element K̂ :=
{
x ∈ Rd>0 :

∑d
i=1 xi < 1

}
to the simplex K̃. A parametriza-

tion FK : K̂ → K can be chosen by FK := RK ◦ AK, where RK := χ|K̃ is independent of the
mesh width h := max {hK : K ∈ T }, where hK := diam (K).
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Concerning the polynomial degree distribution, it will be convenient (cf.[33, (10)]) to
assume that the polynomial degrees of neighbouring elements are comparable: There exists a
constant cp > 0 such that

c−1p (pK + 1) ≤ pK′ + 1 ≤ cp (pK + 1) for all K,K ′ ∈ T with K ∩K ′ = ∅. (3.24)

To formulate the smoothness and scaling assumptions on RK and AK in an abstract way we
have to introduce, for a function v : Ω→ R, Ω ⊂ Rd, the notation

dn

n!
=

∑

α∈Nd
0
:|α|=n

1

α!
and |∇nv(x)|2 =

∑

α∈Nd
0
:|α|=n

n!

α!
|∂αv(x)|2. (3.25)

Assumption 3.9 Each element map FK can be written as FK = RK ◦ AK, where AK is an
affine map and the maps RK and AK satisfy for constants Caffine, Cmetric, γ > 0 independent
of hK:

‖A′K‖L∞(K̂) ≤ CaffinehK, ‖(A′K)−1‖L∞(K̂) ≤ Caffineh
−1
K

‖(R′K)−1‖L∞(K̃) ≤ Cmetric, ‖∇nRK‖L∞(K̃) ≤ Cmetricγ
nn! for all n ∈ N0.

Here, K̃ = AK(K̂).

Remark 3.10 Assumption 3.9 will be used in Section 3.3 for the a priori analysis and the
derivation of the minimal hp-finite element space which leads to a stable discretization of the
Helmholtz problem. It will turn out that the a posteriori estimate contains a weight which
requires an a priori estimate. Since higher polynomial orders p are relevant for this, Assump-
tion 3.9 also contains bounds on higher order derivatives of the element maps. The constants
Caffine, Cmetric describe the shape-regularity of the finite element mesh, i.e., they are a measure
for possible distortions of the elements. The constants in the following estimates depend on
the constants Caffine, Cmetric and are moderately bounded if the shape regularity of the mesh is
reasonably small.

Definition 3.11 (hp-finite element space) For meshes T with element maps FK as in
Assumption 3.9 the hp-finite element space of piecewise (mapped) polynomials is given by

Sp,1(T ) := {v ∈ H : v|K ◦ FK ∈ Pp for all K ∈ T }, (3.26)

where Pp denotes the space of polynomials of degree p. For chosen T and p, we may let
S = Sp,1 (T ).

3.2.4 A Posteriori Error Estimator

The following Assumption collects the requirements for the a posteriori error estimation.

Assumption 3.12

a. The continuous Helmholtz problem satisfies Assumption 3.5.

b. S is a hp-finite element space as explained in Section 3.2.3 and satisfies Assumption 3.9
and (3.24).
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c. uS ∈ S is the computed solution satisfying the Galerkin equation.

Remark 3.13 Assumption 3.12 does not require the stability condition (3.31) to be satisfied
which is only sufficient for existence and uniqueness of the discrete problem. We only assume
that uS exists, is computed, and solves the Galerkin equation for the specific problem. To be
on the safe side in the case of constant wave number k, one can start the discretization process
with the a priori choice (3.39) of p and h which implies (3.31) and, in turn, the existence and
uniqueness of a Galerkin solution for any right-hand side in L2 (Ω).

For the definition of the a posteriori error estimator we first have to introduce some no-
tation. For a simplicial finite element mesh T , the boundary of any element K ∈ T consists
of (d− 1)-dimensional simplices. We call (the relatively open interior of) these lower dimen-
sional simplices the edges of K, although this terminology is related to the case d = 2. The
set of all edges of all elements in T is denoted by E⋆. The subset E∂ ⊂ E⋆ consists of all edges
which are contained in Γout while the subset EΩ ⊂ E⋆ consists of all edges that are contained
in Ω. Finally, we set E := EΩ ∪ E∂, the set of all edges that are not in Γin. The set of simplex
vertices that are not contained in Γin is denoted by N and, for the cardinality of a discrete
set, we write |N |, |E|, etc. For a subset M ⊂ Ω we define simplex neighborhoods about M
by

ω0M :=
{
M
}
,

ωjM :=
⋃{

K | K ∈ T and K ∩ ωj−1M *= ∅
}
, j ≥ 1,

hM := max
{
hK | M ∩K *= ∅

}
,

pM := max
{
pK + 1 | M ∩K *= ∅

}
,

EM :=
{
E ∈ E⋆ | M ∩ E *= ∅

}
.

(3.27)

Definition 3.14 (Residual) For v ∈ S we define the volume residual res(v) ∈ L2(Ω) and
the edge residual Res(v) ∈ L2(∪E∈EE) by

res (v) := f +∆v + k2v on K ∈ T ,

Res (v) :=

{
[∂nv]E
−∂nv + i kv

on E ∈ EΩ,
on E ∈ E∂.

Here [v]E is the jump of the given function v on the edge E, i.e., the difference of the limits
in points x ∈ E from both sides.

In the definitions above we used exact data f, k. We will later, Section 3.4.3, replace these
by approximations.

The residual Res (v) is defined for the Robin boundary condition (3.9) for simplicity. With
an obvious modification of this definition, we could also insert a term Tkv here, instead of i kv,
for the DtN boundary condition (3.6).

Definition 3.15 (Error estimator) Given a set of weights α = {αK, αE : K ∈ T , E ∈ E},
we define for v ∈ S the error estimator

η(v, α) :=

(∑

K∈T

α2K ‖res (v)‖2L2(K) +
∑

E∈E

α2E ‖Res (v)‖2L2(E)

)1/2
. (3.28)
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The choice of the weights αK, αE are related to an interpolation estimate which we explain
next.

Assumption 3.16 (Interpolation operator) Let IS : H → S denote a continuous linear
operator that satisfies the local approximation property: There are constants αK > 0 for all
K ∈ T and αE > 0 for all E ∈ E such that

‖v − ISv‖L2(K) ≤ αK ‖v‖H;ωmK , (3.29a)

‖v − ISv‖L2(E) ≤ αE ‖v‖H;ωmE , (3.29b)

for some m = O (1) independent of hK, pK.

The weights in (3.28) can be chosen as the minimal constants in (3.29) for any given
operator IS that satisfies the above mentioned properties. In [33, Thms 2.1, 2.2], a Clément-
type hp-interpolation operator has been constructed which leads to specific choices of αK ,
αE.

Theorem 3.17 Let Ω ⊂ R2 and let p = (pK)K∈T denote a polynomial degree distribution
satisfying (3.24). Let Assumption 3.12(a), (b) be satisfied. Then there exist C > 0, that
depends only on the shape-regularity of the grid (cf. Remark 3.10), and a linear operator
IS : H

1
loc (R

2)→ S such that for all simplices K ∈ T and all edges E ∈ EK we have

‖u− ISu‖L2(K) +
hK
pK

‖∇ISu‖L2(K) +
√
hK
pK

‖u− ISu‖L2(E) ≤ C0
hK
pK

‖∇u‖L2(ω4K) .

Proof. This result has been proven in [33] in a vertex oriented setting, but is easily reformulated
as stated above using shape uniformity and quasi-uniformity in the polynomial degree (3.24).

Corollary 3.18 Let the Assumptions of Theorem 3.17 be satisfied. The constants αK, αE in
Assumption 3.16 can be chosen according to

αK := C0
hK
pK

, αE := C0

(
hK
pK

)1/2
.

Theorem 3.33 will show that this η (uS, α) can be used for a posteriori error estimation.
That it estimates the error from above is called reliability, that it estimates the error from
below is called efficiency.

3.3 A Priori Analysis

In this section, we collect those results on existence, uniqueness, stability, and regularity for
the Helmholtz problem (3.6), which later will be used for the analysis of the a posteriori error
estimator.
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3.3.1 Well-posedness

Proposition 3.19 Let Ωin ⊂ Rd, d = 2, 3, in (3.2a) be a bounded Lipschitz domain which is
star-shaped with respect to the origin. Let Γout := ∂BR for some R > 0. Then, (3.8) admits a
unique solution u ∈ H for all f ∈ H′ which depends continuously on the data.

Proposition 3.20 Let Ω be a bounded Lipschitz domain. For all f ∈ (H1 (Ω))
′
, a unique

solution u of problem (3.10) exists and depends continuously on the data.

For the proofs of these propositions for constant k we refer, e.g., to [31, Prop. 8.1.3] and
[17, Lemma 3.3], while for variable k one may argue as in Proposition 3.7.

3.3.2 Discrete Stability and Convergence

An essential role for the stability and convergence of the Galerkin discretization is played by
the adjoint approximability which has been introduced in [32]; see also [55], [12].

Definition 3.21 (Adjoint approximability) For a finite dimensional subspace S ⊂ H, we
define the adjoint approximability of Problem 3.6 by

η⋆k(S) := sup
f∈L2(Ω)\{0}

infv∈S ‖Q⋆
k

(
k2+f

)
− v‖H;Ω

‖k+f‖L2(Ω)
, (3.30)

where Q⋆
k is as in (3.18).

Theorem 3.22 (Stability and convergence) Let Γout (cf. (3.4)) be the unit sphere. Let
γell, θ, Cb, C

adj
k be as in Assumption 3.5 and S as in Section 3.2.3. Then the condition

η⋆k (S) ≤
γell

2θ (1 + Cb)
(3.31)

implies the following statements:

(a) The discrete inf-sup condition is satisfied:

inf
v∈S\{0}

sup
w∈S\{0}

|a(v, w)− b(v, w)|
‖v‖H;Ω‖w‖H;Ω

≥ γell

2 + γell/(1 + Cb) + 2θC
adj
k

> 0. (3.32)

(b) Let S satisfy (3.31). Then, the Galerkin method based on S is quasi-optimal, i.e., for
every u ∈ H there exists a unique uS ∈ S with a(u − uS, v) − b(u − uS, v) = 0 for all
v ∈ S, and there holds

‖u− uS‖H;Ω ≤
2

γell
(1 + Cb) inf

v∈S
‖u− v‖H;Ω, (3.33)

‖k+ (u− uS) ‖L2(Ω) ≤
2

γell
(1 + Cb)

2η⋆k(S) inf
v∈S

‖u− v‖H;Ω. (3.34)
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Proof. The sesquilinear form A (u, v) = a (u, v)− b (u, v) is continuous:

|A (u, v)|
(3.15)

≤ (1 + Cb) ‖u‖H;Ω ‖v‖H;Ω ∀u, v ∈ H1 (Ω) . (3.35)

Let u ∈ S and set z := θQ⋆
k

(
k2+u

)
. Then,

A (u, u+ z) = a (u, u)− b (u, u) + θ‖k+u‖2L2(Ω) +A (u, z)− θ‖k+u‖2L2(Ω) (3.36)

= A (u, u) + θ‖k+u‖2L2(Ω).
Let zS ∈ S denote the best approximation of z with respect to the ‖·‖H-norm. Then, by using
(3.16) we get

ReA (u, u+ zS) ≥ ReA (u, u+ z)− |A (u, z − zS)|
(3.36)
= Re

(
A (u, u) + θ‖k+u‖2L2(Ω)

)
− |A (u, z − zS)|

(3.35)

≥ γell ‖u‖2H − (1 + Cb) ‖u‖H ‖z − zS‖H
≥ ‖u‖H

(
γell ‖u‖H − θ (1 + Cb) η

⋆
k (S) ‖k+u‖L2(BR)

)
≥ (γell − θ (1 + Cb) η

⋆
k (S)) ‖u‖2H .

The stability of the continuous problem (cf. (3.18)) implies

‖u+ zS‖H ≤ ‖u‖H + ‖z − zS‖H + ‖z‖H ≤ ‖u‖H + θη⋆k (S) ‖k+u‖L2(BR) + θCadjk ‖k+u‖L2(BR)
≤
(
1 + θη⋆k (S) + θCadjk

)
‖u‖H

so that

ReA (u, u+ zS) ≥
γell − θ (1 + Cb) η

⋆
k (S)

1 + θη⋆k (S) + θCadjk

‖u‖H ‖u+ zS‖H .

Therefore, in view of the assumption (3.31), we have proved

inf
u∈S

sup
v∈S\{0}

|A (u, v)|
‖u‖H ‖v‖H

≥ γell − θ (1 + Cb) η
⋆
k (S)

1 + θη⋆k (S) + θCadjk

≥ γell

2 + γell/ (1 + Cb) + 2θC
adj
k

.

Next, we will estimate the L2-error by the H1-error and employ the Aubin-Nitsche tech-
nique. The Galerkin error is denoted by e = u − uS. We set ψ := Q⋆

k

(
k2+e

)
(cf. (3.18)) and

denote by ψS ∈ S the best approximation of ψ with respect to the H-norm.
The L2-error can be estimated by using the Galerkin orthogonality

‖k+e‖2L2(BR) = A (e, ψ) = A (e, ψ − ψS) ≤ (1 + Cb) ‖e‖H ‖ψ − ψS‖H
≤ (1 + Cb) η

⋆
k (S) ‖e‖H ‖k+e‖L2(BR) , (3.37)

i.e.,
‖k+e‖L2(BR) ≤ (1 + Cb) η

⋆
k (S) ‖e‖H . (3.38)

To infer from this a bound for ‖e‖H, we notice that Galerkin orthogonality gives for arbitrary
v ∈ S

γell‖e‖2H ≤ Re
(
a(e, e)− b(e, e) + θ‖k+e‖2L2(Ω)

)
= Re

(
a(e, u− v)− b(e, u− v) + θ‖k+e‖2L2(Ω)

)

≤ (1 + Cb)‖e‖H‖u− v‖H + θ‖k+e‖2L2(Ω)
≤ (1 + Cb)‖e‖H‖u− v‖H + θ‖k+e‖L2(Ω)‖k+e‖L2(Ω)
≤ (1 + Cb)‖e‖H‖u− v‖H + θ(1 + Cb)η

⋆
k(S)‖e‖H‖e‖H

≤ (1 + Cb)‖e‖H‖u− v‖H + γell/2‖e‖2H.
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From this the error estimate (3.33) follows while the L2 estimate (3.34) follows by combining
(3.33) with (3.38).

Remark 3.23 In [30], [32], it is proved for the case of constant wave number k, that for S
as in Section 3.2.3, i.e., hp-finite elements, the conditions

p = O (log(k)) and
kh

p
= O (1) (3.39)

imply (3.31) and lead to the “minimal” finite element space for discretization of the Helmholtz
equations. In this light, terms in the a-posteriori error estimates which grow polynomially in
p are expected to grow, at most, logarithmically with respect to k and, hence, are moderately
bounded, also for large wavenumbers.

3.4 Analysis of the A Posteriori Error Estimator

3.4.1 Estimate of the Adjoint Approximability

The constant in the a posteriori error estimate will contain the term η⋆k (S) as a factor. In
order to get an explicit upper bound, an a priori estimate of the quantity is required which
can be found for constant wavenumber in [30, Theorem 5.5] and [32, Prop. 5.3, Prop. 5.6].
Here we will outline the principal ideas of the analysis and refer for the more general setting
to these two papers.

We restrict in this section 3.4.1 to the following model problem (cf. (3.8)):

• Ω is the unit ball in R3,

• f ∈ L2 (Ω) satisfies Assumption 3.1

• the wavenumber k ≥ 1 is constant.

We consider the problem Find u ∈ H (with H as in (3.7)) such that
∫

Ω

(
〈∇u,∇v̄〉 − k2uv̄

)
−
∫

Γout
(Tku) v̄ =

∫

Ω

fv for all v ∈ H. (3.40)

The exact solution of (3.40) can be written as the (localized) acoustic volume potential. For
this, let µ ∈ C∞ (R≥0) be a cutoff function such that

suppµ ⊂ [0, 4] , µ|[0,2] = 1, |µ|W1,∞(R≥0) ≤ C,

∀x ∈ R≥0 : 0 ≤ µ (x) ≤ 1, µ|[4,∞[ = 0, |µ|W2,∞(R≥0) ≤ C,
(3.41)

and let gk (r) := gk (r) :=
ei kr

4πr
. Define Gk (z) := gk (‖z‖)µ (‖z‖) as the product of the

fundamental solution to the operator Lk := −∆ − k2 with the cutoff function. Then, the
solution of (3.40) can be written by

u (x) := (Nkf) (x) :=

∫

Ω

Gk (x− y) f (y) dy ∀x ∈ Ω.

The key ingredient of the analysis of the adjoint approximability is the following decom-
position result:
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Lemma 3.24 (decomposition lemma) Let Ω be the unit ball in R3. Then there exists a
constant C > 0 such that for f ∈ L2(Ω) the function v given by

v(x) = Nkf(x) =

∫

Ω

Gk(x− y)f(y) dy, x ∈ Ω,

satisfies
k−1‖v‖H2(Ω) + ‖v‖H1(Ω) + k‖v‖L2(Ω) ≤ C‖f‖L2(Ω). (3.42)

Furthermore, for every λ > 1, there exists a λ- and k-dependent splitting v = vH2 + vA with

‖∇pvH2‖L2(Ω) ≤ C

(
1 +

1

λ2 − 1

)
(λk)p−2 ‖f‖L2(Ω) ∀p ∈ {0, 1, 2}, (3.43a)

‖∇pvA‖L2(Ω) ≤ Cλ
(√
3λk

)p−1
‖f‖L2(Ω) ∀p ∈ N0. (3.43b)

Here, ∇pvA stands for a sum over all derivatives of order p (see (3.25) for details).

Remark 3.25 For f ∈ L2(Ω) the function v = Nk(f) cannot be expected to have more Sobolev
regularity than H2. The decomposition v = vH2+vA of Lemma 3.24 splits v into an H2-regular
part vH2 and an analytic part vA. The essential feature of this splitting is that the H2-part
vH2 has a better H2-regularity constant in terms of k than v itself, namely, (3.43a), (3.43b),
and the triangle inequality ‖∇2v‖L2(Ω) ≤ ‖∇2vH2‖L2(Ω) + ‖∇2vA‖L2(Ω) imply

‖∇2vH2‖L2(Ω) ≤ C‖f‖L2(Ω) versus ‖∇2v‖L2(Ω) ≤ Ck‖f‖L2(Ω).

The fact that ‖vH2‖H2 ≤ C‖f‖L2 for a C > 0 independent of k will be be essential for the
stability and convergence analysis below.

Proof of Lemma 3.24. The estimates for v follow directly from those for vH2 and vA
by fixing a parameter λ > 1. In order to construct the splitting v = vH2 + vA, we start by
recalling the definition of the Fourier transform for functions with compact support

û (ξ) = (2π)−3/2
∫

R3
e− i〈ξ,x〉 u (x) dx ∀ξ ∈ R3

and the inversion formula

u (x) = (2π)−3/2
∫

R3
ei〈x,ξ〉 û (ξ) dξ ∀x ∈ R3.

We will define a decomposition of vµ (which will determine the decomposition of v on BΩ)
by decomposing its Fourier transform, i.e.,

v̂µ = v̂H2 + v̂A. (3.44)

In order to define the two terms on the right-hand side of (3.44), we let Bλk(0) denote the
ball of radius λk centred at the origin, where λ > 1 is the fixed constant (independent of k)
selected in the statement of the lemma. The characteristic function of Bλk(0) is denoted by
χλk. The Fourier transform of f is then decomposed as

f̂ = f̂χλk + (1− χλk)f̂ =: f̂k + f̂ ck .
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By the inverse Fourier transformation, this decomposition of f̂ entails a decomposition of f
into fk and f ck given by

fk (x) := (2π)
−3/2

∫

R3
ei〈x,ξ〉 χλk (ξ) f̂ (ξ) dξ and f ck (x) := f − fk. (3.45)

Accordingly, we define the decomposition of vµ by

vµ,H2 := Gk ⋆ f
c
k and vµ,A := Gk ⋆ fk, (3.46)

where “⋆” denotes the convolution in R3. The functions vH2 and vA in (3.44) are then obtained
by setting vH2 := vµ,H2 |Ω and vA := vµ,A|Ω. We will obtain the desired estimates by showing
the following, stronger estimates:

‖vµ,H2‖H2(R3) ≤ C‖f‖L2(R3), (3.47a)

‖Dαvµ,A‖L2(R3) ≤ Cλ (λk)|α|−1 ‖f‖L2(R3), ∀α ∈ N30. (3.47b)

The estimates (3.47) are obtained by Fourier techniques. To that end, we compute the Fourier
transform of Gk:

Ĝk (ξ) = (2π)
−3/2

∫

R3
e− i〈ξ,x〉Gk (x) dx

= (2π)−3/2
∫ ∞

0

gk (r)µ (r) r
2

(∫

S2

e− i r〈ξ,ζ〉 dSζ

)
dr (3.49)

=: (2π)−3/2 ι (‖ξ‖) .

The inner integral in (3.49) can be evaluated analytically and we obtain

ι (s) = 4π

∫ ∞

0

gk (r)µ (r) r
2 sin (rs)

(rs)
dr. (3.50)

Applying the Fourier transform to the convolutions (3.46) leads to

v̂µ,H2 = (2π)3/2 Ĝkf̂ ck = (2π)
3/2 Ĝkf̂(1− χλk),

v̂µ,A = (2π)
3/2 Ĝkf̂k = (2π)

3/2 Ĝkf̂χλk.

To estimate higher order derivatives of vµ,H2 and vµ,A we define for a multi-index α ∈ N30
the function Pα : R

3 → R3 by Pα (ξ) := ξα and obtain — by using standard properties of the
Fourier transformation and the support properties of χλk — for all |α| ≤ 2

‖∂αvµ,H2‖
L2(R3)

= (2π)3/2
∥∥∥PαĜkM (1− χλk) f̂

∥∥∥
L2(R3)

(3.51)

≤ (2π)3/2
(

max
ξ∈R3:|ξ|≥λk

|PαI (ξ)|
)∥∥∥(1− χλk) f̂

∥∥∥
L2(R3)

≤ (2π)3/2
(
max
s≥λk

∣∣s|α|ι (s)
∣∣
)
‖f‖L2(Ω) .

The symbol ι (·) is estimated in [30]. More precisely, [30, Lemma 3.7 (iv)] implies

sup
|s|≥λk

s2 |ι (s)| ≤ C

(
1 +

1

λ2 − 1

)
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from which we conclude that

max
s≥λk

∣∣s|α|ι (s)
∣∣ ≤ C (λk)|α|−2

(
1 +

1

λ2 − 1

)

holds for |α| ∈ {0, 1, 2}. Thus,

‖∂αvH2‖L2(BΩ) ≤ C (λk)|α|−2
(
1 +

1

λ2 − 1

)
‖f‖L2(Ω)

and (3.43a) follows.
Completely analogously, we derive for all α ∈ N30

‖∂αvµ,A‖L2(R3) ≤ (2π)3/2
(
max
0≤s≤λk

∣∣s|α|ι (s)
∣∣
)
‖f‖L2(Ω) . (3.52)

The proof of the lemma is completed by using the bound on the function ι:

sup
|s|≤λk

|s|m |ι (s)| ≤ Cλ (λk)m−1 ∀λ > 0 ∀m ∈ N0

given in [30, Lemma 3.7 (v)] and using (3.25).
The adjoint approximability is related to (3.40) via the adjoint problem: For given f ∈

L2 (BR), find z ∈ H1 (Ω) such that

A⋆
DtN (z, v) = (v, f)L2(BR) ∀v ∈ H1 (BR) (3.53)

Explicitly we have

A⋆
DtN (z, v) :=

∫

Ω

〈∇u,∇v̄〉 − k2uv̄ −
∫

∂BR

u
(
Tkv

)
.

The solution of the adjoint problem can be expressed via the complex conjugate of the fun-
damental solution as

z (x) = (N⋆
kf) (x) =

∫

Ω

Gk (x− y) f̄ (y) dy ∀x ∈ Ω.

For the estimate of the adjoint approximability in the context of hp-finite elements we
have to investigate the approximability of the solutions N⋆

kf for f ∈ L2 (Ω) by these finite
elements.

For meshes Th satisfying Assumption 3.9 with element maps FK we denote the usual space
of piecewise (mapped) polynomials by Sp,1(Th) := {u ∈ H1(Ω) | ∀K ∈Th: u|K◦FK ∈Pp}, where
Pp denotes the space of polynomials of degree p. It is desirable to construct an approximant
Iu ∈ Sp,1(Th) of a given (sufficiently smooth) function u in an elementwise fashion. The
C0-continuity of an elementwise defined approximant Iu is most conveniently ensured if Iu is
defined in such a way that for every topological entity E of the mesh (i.e., E is an element K,
a face f , an edge e, or a vertex V ) the restriction (Iu)|E is fully determined by u|E. There are
many ways of realizing this construction principle. The construction employed in the present
paper is based on the following concept.
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Definition 3.26 (element-by-element construction) Let K̂ be the reference simplex in
Rd, d ∈ {2, 3}. A polynomial π is said to permit an element-by-element construction of

polynomial degree p for u ∈ Hs(K̂), s > d/2, if:

1. π(V ) = u(V ) for all d+ 1 vertices V of K̂,

2. for every edge e of K̂, the restriction π|e ∈Pp is the unique minimizer of

π "→ p1/2‖u− π‖L2(e) + ‖u− π‖
H
1/2
00
(e)

(3.54)

under the constraint that π satisfies (1)4;

3. (for d = 3) for every face f of K̂, the restriction π|f ∈Pp is the unique minimizer of

π "→ p‖u− π‖L2(f) + ‖u− π‖H1(f) (3.56)

under the constraint that π satisfies (1), (2) for all vertices and edges of the face f .

We are now in position to show that the solution v = N⋆
kf can be approximated well by

the FEM space Sp,1(Th) provided that kh/p is sufficiently small and p ≥ c ln k.

Theorem 3.27 Let d ∈ {1, 2, 3} and Ω ⊂ Rd be a bounded domain. Then there exist constants
C, σ > 0 that depend solely on the constants appearing in Assumption 3.9 such that for every
f ∈ L2(Ω) the function v := N⋆

kf satisfies

inf
w∈Sp,1(Th)

k‖v − w‖H ≤ C‖f‖L2(Ω)
(
1 +

kh

p

){
kh

p
+ k

(
kh

σp

)p}
.

Proof. We will only prove here the cases d ∈ {2, 3}.
We note v = N⋆

kf = Nkf , fix λ > 1 in Lemma 3.24, and split with its aid v = vH2 + vA
with vH2 ∈ H2(Ω) and vA analytic; we have the following bounds

‖vH2‖H2(Ω) ≤ C‖f‖L2(Ω), ‖∇pvA‖L2(Ω) ≤ C(λk)p−1‖f‖L2(Ω) ∀p ∈ N0.

We approximate vH2 and vA separately. [30, Theorem B.4] and a scaling argument provides
an approximant wH2 ∈ Sp,1(Th) such that for every K ∈Th we have, for q = 0, 1,

‖vH2 − wH2‖Hq(K) ≤ C

(
h

p

)2−q
‖vH2‖H2(K) ∀K ∈ Th.

Hence, by summation over all elements, we arrive at

k‖vH2 − wH2‖H ≤ C

(
kh

p
+

(
kh

p

)2)
‖f‖L2(Ω).

4We recall the definition of the Sobolev space H
1/2
00 (Ω). If Ω is an edge or a face of a triangle or a

tetrahedron, then the Sobolev norm ‖ · ‖
H
1/2
00

(Ω)
is defined by

‖u‖2
H
1/2
00

(Ω)
:= ‖u‖2H1/2(Ω) +

∥∥∥∥∥
u√

dist(·, ∂Ω)

∥∥∥∥∥

2

L2(Ω)

, (3.55)

and the space H
1/2
00 (Ω) is the complection of C∞0 (Ω) under this norm.
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We now turn to the approximation of vA. Again, we construct the approximation wA ∈
Sp,1(Th) in an element-by-element fashion. We start by defining for each element K ∈Th the
constant CK by

C2K :=
∑

p∈N0

‖∇pvA‖2L2(K)
(2λk)2p

(3.57)

and we note

‖∇pvA‖L2(K) ≤ (2λk)pCK ∀p ∈ N0, (3.58)

∑

K∈Th

C2K ≤
4

3

(
C

λk

)2
‖f‖2L2(Ω). (3.59)

Let the element map for K be FK = RK ◦ AK. From [30, Lemma C.1] we conclude that the
function ṽ := vA|K ◦ RK satisfies, for suitable constants C̃, C (which depend additionally on
the constants describing the analyticity of the element maps RK)

‖∇pṽ‖L2(K̃) ≤ CC̃pmax{p, k}pCK ∀p ∈ N0.

Since AK is affine, the function v̂ := vA|K ◦ FK = ṽ ◦ AK therefore satisfies

‖∇pv̂‖L2(K̂) ≤ Ch−d/2C̃phpmax{p, k}pCK ∀p ∈ N0.

Hence, the assumptions of [30, Lemma C.1] (with R = 1 there) are satisfied, and we get an

approximation w on the element K by lifting an element-by-element construction on K̂ to K
via FK which satisfies for q ∈ {0, 1}

‖vA − w‖Hq(K) ≤ Chd/2−qh−d/2CK

{(
h

h+ σ

)p+1

+

(
kh

σp

)p+1
}
.

Summation over all elements K ∈Th gives

‖vA−w‖2H ≤
[(

h

h+ σ

)2p
+ k2

(
h

h+ σ

)2p+2
+
k2

p2

(
kh

σp

)2p
+ k2

(
kh

σp

)2p+2] ∑

K∈Th

C2K . (3.60)

The combination of (3.60) and (3.59) yields

k‖vA − w‖H ≤ C

[(
h

h+ σ

)p(
1 +

hk

h+ σ

)
+ k

(
kh

σp

)p(
1

p
+
kh

σp

)]
‖f‖L2(Ω).

Furthermore, we estimate using h ≤ diamΩ and σ > 0 (independent of h)

(
h

h+ σ

)p(
1 +

kh

σ + h

)
≤ Ch(1 + kh)

(
h

σ + h

)p−1

≤ Ch(1 + kh)p−2 ≤ C
h

p

(
1

p
+
kh

p

)
.

We therefore arrive at

k‖vA − w‖H ≤ C

(
1

p
+
kh

p

)[
kh

p
+ k

(
kh

σp

)p]
‖f‖L2(Ω),
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which completes the proof of the theorem.
Combining Theorems 3.27, 3.22 produces the condition

kh

p
+ k

(
kh

σp

)p

≤ C

for quasi-optimality of the hp-FEM. We extract from Theorem 3.27 that quasi-optimality of
the h-version FEM can be achieved under the side condition that p ≥ C log k:

Corollary 3.28 Let Ω be the unit ball in R3. Let Assumption 3.9 be valid. Then there exist
constants c1, c2 > 0 independent of k, h, and p such that (3.31) is implied by the following
condition:

kh

p
≤ c1 together with p ≥ c2 ln k. (3.61)

Alternatively, the discrete stability follows from

p = O (1) fixed independent of k and kh+ k (kh)p ≤ C (3.62)

which is understood as a condition on the maximal step size h.

Proof. Theorem 3.27 implies

η(S) ≤ C

(
1 +

kh

p

)(
kh

p
+ k

(
kh

σp

)p)
.

The right-hand side needs to be bounded by 1/Cc. It is now easy to see that we can select c1,
c2 such that this can be ensured.

An easy consequence of the stability result Corollary 3.28 is:

Corollary 3.29 Let the assumptions of Corollary 3.28 be satisfied and let (3.61) or (3.62)
hold. Then, the Galerkin solution uS exists and satisfies the error estimate

‖u− uS‖H ≤ Cc

(
h

p
+

(
kh

σp

)p)
‖f‖L2(Ω) .

Remark 3.30 To the best of the authors’ knowledge, discrete stability in 2D and 3D has only
been shown under much more restrictive conditions than (3.61), e.g., the condition k2h � 1.
Even in one dimension, condition (3.61) improves the stability condition kh � 1 that was
required in [26].

3.4.2 Reliability

According to Assumption 3.12 the exact solution u ∈ H and the Galerkin solution uS ∈ S
of (3.19) and (3.23), respectively, exist. In view of inequality (3.16), we estimate the error
e = u− uS, Re (a(e, e)− b(e, e)), and ‖k+e‖L2(Ω) separately in terms of η(uS, α).

Lemma 3.31 Let Assumption 3.12 be satisfied. Assume that there exists a linear and bounded
linear operator IS : H → S as in Assumption 3.16. Then there is a constant C1 > 0, that
depends only on the shape-regularity of the grid (cf. Remark 3.10), such that

|Re (a(e, e)− b(e, e)) | ≤ C1η(uS, α) ‖e‖H;Ω
with α as in (3.29).
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Proof. Using the solution properties and integration by parts yields the error representation

a(e, e)− b(e, e) = a(e, e− ISe)− b(e, e− ISe)

=
∑

K∈T

∫

K

res(uS)(e− ISe) +
∑

E∈E

∫

E

Res(uS)(e− ISe).

We use the assumed interpolation estimates (3.29) and get with the Cauchy—Schwarz inequal-
ity

|Re (a(e, e)− b(e, e))|

≤
(∑

K∈T

α2K ‖res (uS)‖2L2(K) +
∑

E∈E

α2E ‖Res (uS)‖2L2(E)

)1/2(∑

K∈T

‖e‖2H;ω4K

)1/2

≤ C1η(uS, α) ‖e‖H;Ω .

Lemma 3.32 Let Assumptions 3.12 and 3.16 be satisfied. Then, with C1 from Lemma 3.31
and η⋆k(S) as in (3.30)

‖k+e‖L2(Ω) ≤ C1η
⋆
k(S)η(uS, α). (3.63)

Proof. We define z by (3.17) with f := k2+e. Let zS ∈ S denote the best approximation
of z with respect to the ‖·‖H;Ω-norm. We have, by using Galerkin’s orthogonality and the
arguments as in the proof of Lemma 3.31,

‖k+e‖2L2(Ω) = a(e, z)− b(e, z) = a(e, z − zS)− b(e, z − zS)

=
∑

K∈T

∫

K

res(uS)(z − zS) +
∑

E∈E

∫

E

Res(uS)(z − zS).

We further follow the arguments of the mentioned proof and, by using the definition of η⋆k(S),
we get

‖k+e‖2L2(Ω) ≤ C1η(uS, α) ‖z − zS‖H;Ω ≤ C1η(uS, α)η
⋆
k(S) ‖k+e‖L2(Ω)

and this gives (3.63).

Theorem 3.33 (Reliability estimate) Let Assumptions 3.12 and 3.16 be satisfied. Then,
with C1 from Lemma 3.31,

‖e‖H;Ω ≤
1

γell
C1

(
1 + (γellθ)

1/2η⋆k(S)
)
η(uS, α).

Proof. The combination of (3.16), (3.63) with the bounds obtained in Lemma 3.31 and 3.32
yields

γell ‖e‖2H;Ω ≤ Re
(
a(e, e)− b(e, e)

)
+ θ ‖k+e‖2L2(Ω)

≤ C1η(uS, α) ‖e‖H;Ω + θC21η
⋆
k(S)

2η(uS, α)
2
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so that

‖e‖H;Ω ≤
1

γell
C1η(uS, α) +

(
θ

γell

)1/2
C1η

⋆
k(S)η(uS, α)

≤ 1

γell
C1

(
1 + (γellθ)

1/2η⋆k(S)
)
η(uS, α).

In the previous arguments res and Res were defined with exact data functions f, k. If we
define η̃ in terms of r̃es and R̃es, where f, k have been replaced by polynomial approximations
f̃ , k̃ the results holds with the following modification.

Corollary 3.34 Let f̃ , k̃ be approximations to f, k. Then

η(uS, α) ≤
√
3


η̃(uS, α) +

(∑

K∈K

α2K‖f − f̃‖2L2(K)

)1/2

+

(∑

K∈K

α2K‖(k2 − k̃2)uS‖2L2(K)

)1/2
 .

Proof. We notice

res (uS) = f + k2uS +∆uS = f̃ + k̃2uS +∆uS + f − f̃ + (k2 − k̃2)uS

= r̃es (uS) + f − f̃ + (k2 − k̃2)uS

Res (uS) = −∂nuS + i kuS = R̃es (uS)

since k is constant on Γout. We thus obtain

η(uS, α)
2 ≤ 3η̃(uS, α)2 + 3

∑

K∈K

α2K‖f − f̃‖2L2(K)

+ 3
∑

K∈K

α2K‖(k2 − k̃2)uS‖2L2(K).

An explicit estimate of the error by the error estimator requires an upper bound for the
adjoint approximation property η⋆k(S). Such estimates for hp-finite elements spaces for con-
stant wavenumbers k are derived in [30] and [32] for problem (3.8) and (3.10). We summarize
the results as the following corollaries.

Corollary 3.35 (Robin boundary conditions) Consider problem (3.10) with constant wa-
venumber k, where Ω ⊂ Rd, d ∈ {2, 3}, is a bounded domain with analytic boundary. We use
the approximation space S described in Section 3.2.3. Let f ∈ L2 (Ω) and k ≥ k0 > 1 and
assume that Γin = ∅, i.e., we consider the pure Robin problem. Let Assumption 3.12 (a) and
(b) as well as Assumption 3.16 be satisfied. Then there exist constants δ, c̃ > 0 that are
independent of h, p, and k such that the conditions

kh

p
≤ δ and p ≥ 1 + c̃ log(k)
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imply the k-independent a posteriori error estimate

‖e‖H;Ω ≤
1

γell
C1

(
1 + (γellθ)

1/2Č
)
η(uS, α),

where Č only depends on δ and c̃.

Corollary 3.36 (DtN boundary conditions) Consider problem (3.8) for constant wave-
number k, where Ω has an analytic boundary. Let Assumption 3.12 (a) and (b) as well
as Assumption 3.16 be satisfied and assume that the constant Cadjk in (3.18) grows at most

polynomially in k, i.e., there exists some β ≥ 0 such that 5 Cadjk ≤ Ckβ. Let f ∈ L2 (Ω) and
k ≥ k0 > 1. Then there exist constants δ, c̃ > 0 that are independent of h, p, and k such that
the conditions

kh

p
≤ δ and p ≥ 1 + c̃ log(k)

imply the k-independent a posteriori error estimate

‖e‖H;Ω ≤
1

γell
C1

(
1 + (γellθ)

1/2Č
)
η(uS, α)

where Č only depends on δ and c̃.

3.4.3 Efficiency

The localized version of the error estimator is given by

ηK(v, α) :=


α2K ‖res (v)‖2L2(K) +

1

2

∑

E∈E(K)

α2E ‖Res (v)‖2L2(E)



1/2

,

where E (K) := {E ∈ E : E ⊂ ∂K}. Note that η (v, α) =
√∑

K∈T η
2
K (v, α).

In view of Corollary 3.34 let us define approximations f̃ , k̃ to f, k, respectively, as local
L2(K)-projections onto a polynomial of degree pK (or some qK ∼ pK). In this case we use
the notation r̃es and η̃ accordingly. Also we set

kK,+ := max{‖k‖L∞(K) , 1}

and, for any subset ω ⊂ Ω,

δ2ω :=
∥∥∥f − f̃

∥∥∥
2

L2(ω)
+
∥∥∥
(
k2 − k̃2

)
uS

∥∥∥
2

L2(ω)
.

Theorem 3.37 Let Assumptions 3.12 and (3.11) be satisfied and let the mesh be shape regular
(cf. Remark 3.10). We assume that Ω is either an interval (d = 1), or a polygonal domain
(d = 2), or a Lipschitz polyhedron (d = 3), and that the element maps FK are affine. We
assume the resolution condition:

kK,+hK
pK

� 1 for all K ∈ T . (3.64)

5See [23] for sufficient conditions on the domain which implies this growth condition.
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Then, there exists a constant C depending only on the constants in Assumption 3.9 and 3.5
– and in particular, is independent of k, pK, hK and u, uS – so that

η̃K (uS, α) ≤ Cp
3/2
K

(
αK

pK
hK

+ αE

(
pK
hK

)1/2)(
‖u− uS‖H;ωK +

δωK
kK,+

)
, (3.65)

where αK, αE are weights in (3.28) such that (3.29a) and (3.29b) hold 6. For d = 2, the
choices as in Corollary 3.18 lead to

η̃K (uS, α) ≤ Cp3/2K

(
‖u− uS‖H;ωK +

δωK
kK,+

)
. (3.66)

Proof. We apply the results [33, Lem. 3.4, 3.5]. There, the proofs are given for two space
dimensions, i.e., d = 2. They carry over to the case d = 1 simply by using [33, Lem. 2.4]
instead of [33, Thm. 2.5]. For the case d = 3, are careful inspection of the proofs in [33,
Thm. 2.5] (which is given in [34, Thm. D2]) and [33, Lem. 2.6] shows that these lemmata also
hold for d = 3. Hence, the proof of [33, Lem. 3.4, 3.5] can be used verbatim for the cases
d = 1 and d = 3. We choose α = 0 in [33, Lem. 3.4, 3.5]. Following these lines of arguments
we get for any ε > 0, K ∈ T , E ∈ E (K),

h2K
p2K

‖r̃es (uS)‖2L2(K)

≤ C(ε)

(
p2K ‖∇ (u− uS)‖2L2(K) + p1+2εK

h2K
p2K

(∥∥k2 (u− uS)
∥∥2
L2(K)

+ δ2K

))

and

hK
pK

∥∥∥R̃es (uS)
∥∥∥
2

L2(E)

≤ C(ε)p2εK

(
p2K ‖∇ (u− uS)‖2L2(ωK) + p1+2εK

h2K
p2K

(∥∥k2 (u− uS)
∥∥2
L2(ωK)

+ δ2ωK

))
.

Hence,

α2K ‖r̃es (uS)‖2L2(K) + α2E

∥∥∥R̃es (uS)
∥∥∥
2

L2(E)
(3.67)

≤
(
αK

pK
hK

)2
h2K
p2K

‖r̃es (uS)‖2L2(K) +
(
α2E

pK
hK

)
hK
pK

∥∥∥R̃es (uS)
∥∥∥
2

L2(E)

≤ C(ε)p2K

(
α2K

p2K
h2K

+ α2E
p1+2εK

hK

)

(
‖∇ (u− uS)‖2L2(ωK) + 4p

2ε
K

k2K,+h
2
K

p3K
‖k (u− uS)‖2L2(ωK) + p2εK

h2K
p3K

δ2ωK

)
.

For the special choice ε = 1/2 and with condition (3.64) we finally get

η̃2K (uS, α) ≤ Cp3K

(
α2K

p2K
h2K

+ α2E
pK
hK

)(
‖u− uS‖2H;ωK + k−2K,+δ

2
ωK

)
.

6Recall that in general αK depends on hK (cf. Corollary 3.18 for d = 2).
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Remark 3.38

(a) It is possible to choose any ε > 0 in (3.67) (with C(ε) ∼ 1/ε). The factor p
3/2
K in the

estimates (3.65), (3.66) then can be replaced by p1+ε, while condition (3.64) has the

weaker form kK,+hK/pK ≤ p1/2−εK (for ε ≤ 1/2). However, in view of pK ∼ log(k) we
think that this is of minor importance.

(b) Theorem 3.37 could be completed by the data saturation condition, say in case of (3.66),

CδωKp
3/2
K kK,+ ≤ 1/2, which would then allow to bound η̃K (uS, α) directly by the error.
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