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Abstract

The present work is devoted to the a posteriori error estimation for mixed approxima-
tions of linear self-adjoint elliptic problems. New guaranteed upper and lower bounds
for the error measured in the natural product norm are derived, and the individual
sharp upper bounds are obtained for approximation errors in each of the physical
variables. All estimates are reliable and valid for any approximate solution from the
class of admissible functions. The estimates contain only global constants depending
solely on the domain geometry and the given operators. Moreover, it is shown that,
after an appropriate scaling of the coordinates and the equation, the ratio of the upper
and lower bounds for the error in the product norm never exceeds 3. The possible
methods of finding the approximate mixed solution in the class of admissible functions
are discussed. The estimates are computationally very cheap and can also be used
for the indication of the local error distribution. As the applications, the diffusion
problem as well as the problem of linear elasticity are considered.
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1 Introduction

Most of the existing elliptic problems of continuum mechanics are originally derived in the
mixed form, i.e. they contain two physical variables that are often equally important in
the applications. For example, the stationary heat conduction (resp., diffusion) equation

—Au+f=0
comes from the energy (resp., mass) balance equation
—divp+ f=0 (1)
and the empirical Fourier (resp., Fick) law for the heat (resp., mass) flux
p=Vu. (2)

Here we have set, for simplicity, the conduction (diffusion) coefficient equal to 1 and
changed the sign in the flux relation (2). Both the temperature (molecular concentration)
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u and the flux p may be needed for understanding the real physical process, and this
requirement becomes of utmost importance in the problems of the flows in porous media
and in the elasticity problems, where the complete solution of the problem is the pair of
pressure/velocity, respectively, displacement/stress variables.

These considerations served as a motivation for the extensive research in the field of
the so-called mixed methods, that is the methods allowing to obtain the approximations
to the both physical variables of the problem. As general references on the subject the
books [9], [29] and [17] can be recommended. Although the computing methods are very
important, it is also required for reliable modelling to have an explicit error control for
the obtained approximations. This issue, namely, the a posteriori error estimation for the
mixed formulations of elliptic problems constitutes the primary goal of the present work.

There have been quite a few papers on the a posteriori error estimation for the mixed
finite element methods (FEM). The residual-based estimates were developed in [2], [6],
[12], [1], [16] for the diffusion-type equation and extended in [14] and [20] to the equations
of linear elasticity. The superconvergence-based (averaging-type) error estimators were
proposed in [7] and [13] to control the Lo-error of the flux variable. Further, the estimators
based on the solution of local problems were presented in [2], [16] and [20], and the
hierarchical estimator can be found in [31]. Finally, a comparison of these four types of
error estimators for mixed finite element discretizations by Raviart-Thomas elements was
presented in [31].

In this paper, we derive a posteriori error estimates of another type, the so-called
functional-type estimates (see also [24], [25], [26], [27]). For the example of problem (1)-
(2) equipped with the zero Dirichlet boundary condition for « and under the assumption
that f € La(€2) (where Q is the physical domain), the main estimates look as follows:

I(u=v,p = ¥)lixaw < Vv =yl + (1+2C5)"?|divy - f||,
1

uU—v,p— iv > —=(||Vv—y| + ||divy — .

1€ P—Y)llixa \/g(H yll +Illdivy = fl)

Here || - || is the norm in Lo(2), the full norm |[|(-,-)||1xqiv is defined as

1w = 0.2 = ¥)llixaiv = (V= )|I* + [[p = y|* + [|div (p — y)|*)"/,

and the pair (v,y) from the product space HE () x H(£;div) is any approximate solu-
tion to the mixed problem. The constant Cq is the global constant from the Friedrichs
inequality and depends only on the domain geometry.

We see that, while these estimates provide guaranteed upper and lower bounds for the
error of the mixed solution in the full norm, the estimates are also very flexible in the sense
that they can be applied to a variety of different approximations, not being restricted to a
particular discretization method. This fact makes the functional-type estimates especially
attractive for the control of the modelling errors, like those arising in dimension reduction
methods of continuum mechanics (see [28]). The sharpness of the estimates and the ability
to indicate the local error distribution required for the mesh adaptation will also be shown.
Last but not least, we remark that, once the approximate solution has been found in the
product space, the estimates cost very little: their computation amounts to the calculation
of the corresponding norms.

It is worth noting that, if the given data f € Ly(Q2), the exact mixed solution (u,p)
belongs to the product space H'(2) x H(£2; div), which means that this space is the natural
space for the approximation of the mixed solution. While the standard primal and dual
mixed FEM approximate the mixed pair in H'(2) x La(Q;R™), resp., L2(Q) x H(£2;div)
(hence, not using the full regularity of the exact solution), there are alternative methods



that allow to contsruct the approximate solution directly in H!(Q) x H(Q;div). Some
of these methods seem to be very promising and competitive, also in the case when one
wants to find an approximation of the flux (stress) variable only. Although the comparative
analysis of these methods is a subject of the next paper, we briefly review here four of
them, since it is important for the application of our error estimates.

The rest of the paper is organized as follows. In Section 2, we introduce the notation
for the mixed formulation of a general linear self-adjoint elliptic problem. In Section 3, the
two-sided sharp a posteriori error estimate is derived for an arbitrary approximate solution
from the natural class of admissible functions. Next, the individual a posteriori estimates
for each of the two variables are derived and shown to be sharp as well. Section 4 is devoted
to the applications of the developed theory. First, we consider the diffusion problem and
obtain the explicit error bounds for its approximate mixed solution, then, we discuss the
possible methods of constructing the solution in the natural product space. Finally, the a
posteriori error estimates are derived for both displacement and stress approximations in
the problem of linear elasticity.

2 Preliminaries

Let V' be a reflexive Banach space with the norm || - ||y, Y a Hilbert space equipped with
the inner product (-,-)y and the norm || - ||y, Vj a linear subspace of V. By B we denote
a linear bounded operator acting from V into Y, by B* : Y — V{ the dual operator to
B‘VO (the restriction of B to Vp) in the sense that, for any y € Y,

(y, Bw)y = (B*y,w) YweVp.

Here (w*, w) denotes the value of the functional w* € Vi on the element w € V.
Next, let us introduce a self-adjoint operator A € L(Y,Y) such that

MllylF < (Ay,y)y < Aallyll> VyeY, (3)

where A4 and A4 are positive constants independent of y. Such an operator defines the
equivalent norm on Y

Iy ll:= (Ay,y)i/2.

The inverse operator A~! satisfies an inequality of type (3) with constants AZl and )\Zl
and defines another equivalent norm on Y’

lylle= (A 'y, 9)y/%.

Assume also that the operator B satisfies the coercivity inequality on 1

lwllv < Csl|Bwlly  Vw e Vo, (4)

where Cp is some positive constant independent of w. Using (3) and (4) one can define
an equivalent norm || B-|| on V; as well as the following norm on the dual space V"

*

(w”, w)

w*]:= sup .
[w']:= s TBu]

Let now ug be some given function from V' and

Votuw:={veV |v=w+tuy, weVp}.



Let, in addition, [ be some given functional from V. Then, the problem
(P):  Find u € Vp + up such that

(ABu, Bw)y + (l,w) =0 Yw eV,

has the unique solution (this follows from (3) and (4)).
The problem can be rewritten in the operator form as follows:

B*ABu+1=0 inVj .

The mixed formulation of the problem can be immediately obtained by the introduction
of the new unknown function

p=ABu,

which leads to the problem
(M):  Find (u,p) € (Vo +up) x Y such that

p=ABu inY,
Bp+1=0 inVy.

It is clear that the problem (M) has the well known saddle-point structure; its unique
solvability is a direct consequence of conditions (3) and (4) (see, e.g., [9]).

In the sequel, we will adopt the terminology used in the duality theory of convex
analysis (see, e.g., [15]) and call the solution of the problem (P) the primal variable
(primal solution) and the new unknown p the dual variable (dual solution). Accordingly,
the letters u, v, w will be reserved for the functions related to the primal variable, i.e.
belonging to the space V', whilst the letters p, ¢, y for those related to the dual variable,
i.e. being in the space Y.

In view of the second equation of the problem (M), the dual variable p belongs to the
set

Q:={qeY | B'q=—-linVj}.

Thus, for the full control of the dual variable one needs an extended norm on Y, that we
define as

" 1/2
Iolls = (gl +IB ) vyev. -
Although this is an equivalent norm on Y (since [B*y] = sup _(ﬁ%mr) = sup 7(y"‘§1:4|fy <
weVp eV

ﬁ—;‘ Iy l«), we need it to explicitly control the error in the “equilibrium equation”, i.e.

in the second equation of (M).
Finally, we define the full norm on the product space Vi x Y

22 V(w,y) eVoxY. (6)

1w, ) lvoxy == ([I1BwlI” +ly]

3 General estimates

3.1 Estimate in the full norm

Let (v,q) € (Vo + up) X @; be an arbitrary approximation to the exact solution (u,p) of
the problem (M). Then, with the help of the relation p = ABu and the fact that A is a
self-adjoint linear operator, it is easy to show (see also [25]) that

IB(u—v)I” + llp — qll2= (AB(u —v), B(u — v))y + (A" (p — q),p — @)y
= (ABv — ¢,Bv — A7 'q)y +2(p — ¢, B(u —v))y .



Since both p and ¢ belong to the set Q;, B*(p—q) = —l+1 = 0in Vy and (p—q, B(u—v))y =
(B*(p — q),u — v) = 0; this implies

I1B(u—v)I” + llp — all¥= (ABv — g, Bv — A™ q)y =] ABv —q|f7 . (7)

This equality can be referred to as the generalized Prager-Synge hypercircle identity (see
22]).

Relation (7) may already be viewed as an a posteriori error estimate, since the right-
hand side does not depend on the exact solution (u,p). However, the estimate holds
only for ¢ € ), which seriously restricts the field of its practical application. In fact,
the constraint of the set Q) is virtually impossible to satisfy exactly (this would be nearly
equivalent to finding the exact dual solution p), and that is why it is desirable to obtain an
estimate allowing the approximate dual solution to be in some large unconstrained space.

If we waive the constraint B*q = — in V(] for the approximate dual variable, the latter
remains to be considered in the whole space Y. Let y € Y be an arbitrary approximation
to p, and v € Vy + ug as before. Then, using (7) one can derive

I1Bw—0)[*+lp—ylZ=IBu—2v) >+ Ilp—qlZ +2(4 (0 —q),a — y)y
+llg—yl?=lABv — q|? +2(A (p — @), q — )y + llg —yl? Ya€Qi. (8)

Now we would like to estimate the right-hand side of (8) from above, so as to eliminate
q € Q. It is clear that, in order to obtain an explicitly computable and efficient upper
bound, one has to carefully choose some special ¢ in Q).

First, define the auxiliary function w, € V; such that

B*ABw, =1+ B*y inVj .

Due to assumptions (3) and (4) this problem has a unique solution.

Set now ¢ := y — ABw,. It is evident that such a function ¢ belongs to Y and
B*q = B*y — B*ABwy, = B*y — | — B*y = —l in V{, that is ¢ € @;. It may be noticed
that, with this specific choice of ¢, the sum ¢+ ABw, obviously becomes a non-orthogonal
variant of the Helmholtz decomposition for the function y € Y.

Now we can plug the constructed ¢ into the right-hand side of (8). For the 1st term

we have
I ABv — qll« < [| ABv — y ||« + [ ABwy |« - (9)
Here || ABwy |l«= (At ABuw,, ABwy);/z =||Bwy ||. The latter norm can be estimated by

| Bwy = (B ABuw,, wy) < [B*ABuw,] ||Buwy]l,

which implies || Bwy || < [B*ABw,]. We notice now that, by the definition of w,,
B*ABw, =l + B*y in V{, that ultimately leads to the estimate

| ABwy [l < [1+ B*y]. (10)
Inserting this into (9) one obtains
I ABv — gl <[ ABv -yl +[1+ B"y]. (11)

The 2nd term on the right-hand side of (8) can be rewritten as

2A p—q),q—y)y = 2(A7 (p — @), —ABwy)y = —2(p — ¢, Bwy)y
= —2(8*(1) - Q)’wy> =0, (12)



since B*(p —q) = —l+1=01in Vj.

The 3rd term on the right-hand side of (8) equals || . ABw, || that has been estimated
from above by [I + B*y]? (see (10)). Hence, combining this result with (11) and (12) we
obtain from (8):

IB(u—o)I” +llp = ylIZ < (IABv =yl +[1+B*y])* + [1 + By ]?, (13)

where v is an arbitrary function from Vy 4 ug and y is any function from Y.
From (13) one immediately derives the estimate

1/2 *
(1B~ o) I? + Ilp — y12)"* <IABv —yll. +V2[1+By] (14)
and the following theorem:

Theorem 3.1 Let (u,p) € (Vy +ug) XY be the solution of the problem (M), v € Vo +ug
and y € Y arbitrary approximations to u and p.
Then, the following estimates hold true:

1w = 0,0 = y)llvoxy < IABv —yll. +V3[1+B*y], (15)
1
[(w = v,p = Yllvoxy = 7 (IABv =yl +[1+ B*y]) - (16)

Proof. The upper bound (15) immediately follows from estimate (13) and the definition
of the full norm ||(+,)|lviy xv, since [B*(p —y)] = [l + B*y].
To obtain the lower bound (16) we use first the triangle inequality to derive

I ABv —yll« +[1 + By ] <[ ABv — ABull. + [lp — yll« +[1+ B*y]
=[Bu—ov)| +lp =yl +[B*(> - )],
and, then, the inequality a+b+c < v3va? + b2+ 2, Va,b,c > 0, to obtain the estimate
I ABv =yl +[1+B*y] < V3|[(u—v,p = y)llvpxy -
This implies the lower bound (16).
|

Let
Mg :=[| ABv — y|. +V3 [l + B*y] (17)

denote the upper bound (15) for the error in the full norm.

Remarks. 1. If y —» pin Y and v — w in V, the estimates (15) and (16) tend to zero,
precisely as the exact error in the full norm ||(u — v,p — y)||v,xy does.

2. The error majorant Mg is sharp. Indeed, if one takes y = p (i.e. [+ B*y =0 in Vy),
estimate (15) becomes

I B(u = v)[| < ABv = p|l.=[| B(u = v) |,

which shows that the constant “1” in front of the 1st term of Mg cannot be improved, in
general. On the other hand, if, in the case ug = 0, we set v = 0 and y = 0, then estimate
(15) takes the form

2 I1Bul? +[112)"* < VB[],

that is a sharp estimate, since || Bu | < [I] (set w = w in the problem (P)) and this
estimate, evidently, cannot be improved. Thus, the factor “v/3” multiplying the 2nd term



in Mg cannot be taken smaller in a general case.

The sharpness of the lower bound (16) in a general case is obvious from the estimate’s
derivation.

3. The efficiency of the estimator Mg can be easily evaluated using the lower bound (16).
Namely, for the effectivity index of Mg we have:

M 1 ABo — yll. +V3[1+ Byl
<3 < 3. 18
ooy =V TABo =y L+l ¥ Byl = (18)

o =

Estimate (18) provides a rough upper bound for the effectivity index that in most of the
cases will be strictly less than 3. Indeed, if the second term [[4 B*y] is essentially smaller
than the first one, then i is close to v/3. On the other hand, since (15) is a guaranteed
upper bound of the error, we always have i.g > 1.

The two-sided estimate (15)—(16) is important, because it provides a control over the
error in the full norm, i.e. with respect to both primal and dual variables. However, the
individual errors in primal and dual variables may also be of interest; in the next two
sections we derive sharp upper bounds for the corresponding norms of these errors. It is
worth noticing that the individual estimates which immediately follow from (15) are not
sharp, hence, may lead to a certain overestimation.

3.2 Estimate for the error in primal variable

Theorem 3.2 Let u € Vo+ug be the solution of the problem (P), v € Vo+wug an arbitrary
approzimate solution to (P).

Then,
IB(u—v)| <N ABv —yll« +[1+B*y] VyeY. (19)

Proof. Tt immediately follows from (7) that || B(u — v)||*= qiencgl I ABv — q||?, i.e.

I1B(u—v) | <[ ABv —qll« Vg€ Q. (20)

The right-hand side of (20) has been already estimated for the proof of Theorem 3.1, where
such function ¢ € @; was constructed that ¢ = y — ABw, with y being any function from
Y and w, being the solution to the problem B*ABw, = [ + B*y in V. Then, estimate
(19) follows directly from (11).

|

Remarks. 1. Estimate (19) is sharp. Indeed, if we set y = p = ABu, the estimate will
be
I B(u—v) | <[ ABv — ABu|.=[| B(u —v)| .

On the other hand, in the case ug = 0, setting v = 0 and y = 0 we obtain from (19)
| Bull < 1]

that is the sharp energy estimate for the solution u of the problem (P). Thus, the weights
equal to 1 on the right-hand side of estimate (19) are optimal, in a general case.

2. Estimate (19) is asymptotically exact in the sense that, if y — p in Y, then the upper
bound (19) tends to the norm || ABv — ABu | +=|| B(u—wv) || of the error in primal variable.
3. The estimate remains efficient, if y is close to p in Y, since

I ABv —yll. +[1+B"y] <||ABv — ABull. + [[p -yl +[B"(p —¢)]
<[1B(u—v) | +v2llp —y|

B* -



Here the last, presumably small, term measures the level of the overestimation due to
estimate (19).

4. If one considers only y € Q) in (19), one arrives at estimate (20) that is the “constitutive
relation based” estimate (see [19]). On the other hand, if one takes y = ABv in (19), one
obtains the estimate ||B(u—v)|| < [+ B*ABv] that is the “residual based” estimate for
the problem (P) (see [4]). Thus, estimate (19) includes these two estimates as particular
cases, combining their advantages and providing a greater flexibility. More on the links
between the error majorant and other estimates can be found in [24].

3.3 Estimate for the error in dual variable

Theorem 3.3 Let (u,p) € (Vo +ug) XY be the solution to the problem (M), y € Y any
approzimation of p.
Then,

Ip =yl <N ABv =yl +[1+ B*y] Vv e Vo +uo, (21)
lp = ylls- <IABv —yll. +V2[1+B*y] Vv e Vo+uo. (22)

Proof. We have for any v € V + ug:
IB(u =) 1> + llp = yli= (AB(u = v), B(u = v))y + (A" (p = y),p — )y
= (ABv -y, Bv — A™'y)y +2(p -y, B(u —v))y, (23)

where the self-adjointness of A and A~! as well as the relation p = ABu have been used.
For the 2nd term on the right-hand side of (23) we have:

(p—y,Blu—v))y =(B*(p—y),u—v)=(-1l—-Byu—v) YveVy+ug,

which implies the estimate
* 1 *
| (P =y, Bu—v)y < [1+BY] |Bu-v)I< 5 ([L+By]*+ 1Bu—-v)[) .

Using this estimate and noticing that the 1st term on the right-hand side of (23) equals
| ABv — y |2, we derive from (23)

I1B(w—0)I? + Ip =yl <N ABv = ylIZ +[1+ By [+ | B(u — ) I,

that is
lp = ylZ <WABv —y|lZ +[1+ B*y]* VYveVo+uo.

This immediately yields estimate (21). Then, (22) is obvious.
|

Remark. Estimate (21) is sharp (hence, estimate (22) is sharp too). Indeed, if our
approximation y belongs to Q); and we set v = u, we obtain from (21)

lp =yl <l ABu = yll«==lp -yl -
On the other hand, if, in the case uy = 0, we set v = 0 and y = 0, we have from (21)
Ipll« < [1], ie | Bul < [I],

which is the sharp energy estimate for the solution of the problem (P). Thus, the weights
of both terms on the right-hand side of (21) are, in general, optimal.



3.4 Important special case

The estimates obtained above provide reliable measures of the errors in a very general
situation when the exact solution to the problem (P) is sought in an arbitrary reflexive
Banach space V' and the given functional [ belongs to V. As a result, the norm in V
enters the estimates, making them less convenient for computational purposes. However,
in most of practically interesting cases, one has

the continuous embedding V C U (24)

for some Hilbert space U with the inner product (-, )y and the norm || ||i7. Thus, U C Vi
and if, in addition, the given data
leU, (25)

we can significantly simplify our estimates.
First, one can notice that, if assumption (25) holds true, the exact dual solution p
satisfies the equation B*p 411 = 0 in U and, hence, belongs to the space

Yp- i ={yeY | B'yeU}

that is the Banach space with respect to the norm

N 1/2
|y 1= (lyllZ +IB*ylE) = vy € Va-. (26)

As compared to the definition of the norm || - ||z« (see (5)), the newly defined norm is
stronger, which reflects the fact that Yz~ is a subspace of Y.

It is natural now to consider the approximation y of the exact dual solution in Yp=
rather than in Y; this is still much less restrictive than an approximation in the set Q)
whose definition contains the complicated constraint B*y = —I[. Then, we can estimate
the term [I + B*y] as follows:

[1+B*y] = sup (+By,w) = sup (+ By, wyy < s I+ Byllv iy
wevo\{o}  I1Bwl| wevo\{oy  I1Bwl| weVo\{0} | Bw |
|+ B* C
weVp\{0} | Bw]| Ay

where the continuity of the embedding V' C U as well as inequalities (3) and (4) have been
used. It is important to notice that one often has the inequality

lwlly < Cs|Buwly VYw e Vy (28)

in addition to (4); in such a case, the constant Cp in (27) is to be replaced by C from
(28).

With the definition of the Yg«-norm (see (26)), the full norm (6) should be understood
on the product space Vy x Y+ in the following sense:

Theorem 3.4 Let V be continuously embedded into some Hilbert space U and | € U. Let
(u,p) € (Vo + ug) x Yg« be the solution to the problem (M) and (v,y) € (Vo + ug) X Yp=

N 1/2
(W, lvoxvi = (1Bul? + Iy 2 +1B7yl3)"* V(v,y) € Vo x Yz (29)



any approzimate solution to (M).
Then, the following a posteriori error estimates hold true:

2\ 1/2
= 00 = Dl <1ABo =yl + (1+258) e Byl @0
1 *
I =00 = Wllierie = = (LAB0 — gl +i+ Byl) 1)
V3
Cp .
150~ o) IABo —yl +$5 4 + Byl )
)\A
Cp .
Ip =l < 1ABo g+ 0+ Byl )
A
2\ 1/2
o= vl <1480yl + (14 5E) 1+ Bl en

Proof. The upper bound (30) immediately follows from estimates (13) and (27); the lower
bound (31) is a simple consequence of the triangle inequality, like the lower bound (16) in
Theorem 3.1.
Estimate (32) can be easily derived from (19) and (27), while estimates (33) and (34)
follow from (21) and (27).
|

Remarks. 1. Estimates (30)—(34) are sharp, which follows from the sharpness of the

estimates of Theorems 3.1-3.3 and of inequality (27).

2. Estimates (30) and (31) imply that the effectivity index of the error majorant (30) is
2\ 1/2

always between 1 and /3 (1 + 2%) . It is worth noting that the constant A4 can be

made equal to 1, if one performs the corresponding rescaling of the operator A and of the
functional [ (i.e. the multiplication of the linear problem (P) by 1/\A4). The constant Cg
depends only on the operator B and can be easily evaluated a priori (we discuss this issue
in the next section). We will also show that, after an appropriate scaling of the geometric
coordinates, one can make the constant Cp < 1, which means that the effectivity index
of the upper bound (30) for the new, “rescaled” problem will always be between 1 and 3.
3. It is worthwhile to notice a remarkable symmetry of estimates (32) and (33) for the
primal and dual variables.

4 Applications

4.1 Diffusion problem
4.1.1 Error estimates

Let V = H'(Q), where € is a bounded domain in R™ with Lipschitz boundary 92, Vo =
HE(Q), Y = Ly(Q;R™). Consider the case

0 0
B—v-— (a—ajl,...,a—a:'n> .

Then, B*y = —divy € H-}(Q) =V for any y € Y, and

<B*y,w>:/y-deac Yw e Vy,
Q

10



where the dot denotes the scalar product of vectors in R™. The operator A is defined by
a symmetric, uniformly positive definite matrix A = {a;;(x)}
Lo (). Then, the norms || -|| and ||- ||« are defined as

ii=Tm with coefficients from

Iy I?= /Q Ay-yde, JylP= /Q Aly.yde.

Inequality (3) is obviously satisfied, and (4) follows from the Friedrichs inequality.

Assume now that ug is some given function from H'(Q) and [ is some given functional
from H~1(Q). Then, the problem (P) defines the weak solution of the boundary-value
problem

—div(AVu)+1=0 inQ, (35)
u=1wuy ondQ. (36)
We can also write all the estimates of Theorems 3.1-3.3, where [-] is equivalent to the
H~1(Q)-norm.
We see, however, that V' is continuously embedded into the Hilbert space U = Ly(f2),
hence, if we suppose that the data | € Ly(£2), we can use the results of Theorem 3.4.
First, we note that the space Y« is, in fact, the space H(;div) := {y € Lo(;R"™) |
divy € L2(Q)} with the norm

. 1/2
¥ llaiv = (v [IF +lIdivyl*)

where || - || denotes the norm in Ly(€2).
The full norm takes, then, the form

. 1/2 .
13 l1xaw = (IV0 I + Iy 12 +ldivyl?)* ¥(o,y) € HY(Q) x H(;div).

It is important to notice that, in the considered case, we have the inequality of type (28)
that is exactly the Friedrichs inequality

lwll < Co||[Vuw| Ywe Hy(Q).

Thus, the constant Cp in (27) and in Theorem 3.4 is, in fact, the constant Cq from the
Friedrichs inequality.

Hence, if (u,p) € (H(Q) +up) x H(Q;div) is the exact solution to the mixed problem

p=AVu inQ, (37)

—divp+1=0 in$, (38)

and (v,y) € (H}() + up) x H(Q;div) is any approximate solution to the problem, then
the following a posteriori error estimates follow directly from Theorem 3.4:

2\ 1/2
1= 0.0 — )l < JAVo =y [l + (1”73) ldivy — 1, (39)
1 .
=00 = ¥l = 2 (1AVO =yl +ldivy =) (40)
Cq ., ..
(= 0 < IAVo =y .+ vy ], (41)
A
Cqa , ..
Ip- vl <IAVs -y L. 4Gy 1], (42)
A
2\ 1/2
o=yl <IAVo-yl.+(1452)  ldivy —1]. (43
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Estimates (39)—(43) provide sharp error bounds that are explicitly computable, if one has
the approximate solution to (37)(38) in the product space H'(Q) x H(Q;div). It is, of
course, clear that having found the approximate mixed solution (v,y) by primal or dual
mixed FEM one can use some local averaging (projection) to recover the needed H'(S2),
respectively, H(£2;div) regularity for the approximate primal, respectively, dual variable.
There exist, however, several methods allowing to approximate the mixed solution (u, p)
in the space H'(Q) x H(£;div) directly. Below, we briefly review four of them.

4.1.2 Approximation of the mixed solution in H'!(Q) x H(Q;div)

a) Least-squares mized method
The method was analysed in [21] and, under the name First-Order-System Least-Squares
(FOSLS), in [10], [11] (see also the references therein). In this method, the saddle-point
(min-max) problem (37)—(38) is reformulated as a quadratic minimization (min-min) prob-
lem
inf inf AVy —y|? +|divy —1||?) , 44

o H o YR (I y i +ldivy —1%) (44)
which leads to the solution of the “stabilized” saddle-point problem:
Find (u,p) € (H} () + ug) x H(Q;div) such that

/A1p-qdm+/(divp)(divq)dm—/Vu-qdac
Q Q Q
_ / I(diva)ds Vqe H(Q:div), (45)
Q
/(divp)vdm+/ AVu-Vudr =0 Yve H)(Q). (46)
Q Q

We have to note that, in the original version of the method, the squared Lo-norm was used
in the 1st term of the functional (44) instead of the squared | - ||«-norm, which somehow
changes the system of the functional’s optimality conditions (45)—(46).

System (45)—(46), unlike (37)—(38), leads to symmetric positive definite discrete prob-
lem, and the discrete inf-sup condition is always satisfied owing to the least-squares sta-
bilization. The latter fact allows one to choose the approximation spaces for u and p
independently of each other.

However, in (45)—(46) the primal and the dual variables are strongly coupled. The
following method yields only a weak coupling of the variables.

b) Method of minimizing the squared magjorant
From estimate (41) for the error in the primal variable one can easily derive the estimate
for the squared energy norm of the error:

1\ G, .
V=)< 0+ B IAVo -y I+ (14 5) Pldvy 1, @)

where § > 0 is an arbitrary number and y is any function from H(2;div). Denote the
right-hand side of (47) by M?(v;y, 3) (“the squared error majorant”). It is evident that
M?(v;y, B) is, in fact, the least-squares functional (44) with differently weighted terms.
However, instead of minimizing the functional with respect to both v and y simultaneously
as in the least-squares mixed method, the following simple algorithm was proposed in [26]:

1) Find the approximate solution v € Vj 4 ug to the problem (35)—(36).

2) Set =1 and find y by minimizing M?(v;y, 3) with respect to y.

12



The algorithm was initially motivated by the goal to find a best possible upper bound
for the energy error in the primal variable; however, it also provides a computationally
efficient way of computing approximate primal and dual solutions in H'(Q) x H(£;div)
in a weakly coupled manner. Indeed, the problems for v and y have now to be solved
successively.

While the problem of finding an approximate solution to (35)—(36) on step 1 is quite
standard, the computation of y on step 2 does not present serious difficulty as well. Since
M?(v;y, B) is a quadratic functional with respect to the dual variable y for any fixed v and
(3, the minimization of the functional on any finite-dimensional subspace Y}, of H(;div)
leads to the solution of a linear system with symmetric positive definite matrix.

This algorithm has been independently proposed in [8] as an alternative to the least-
squares mixed method and considered as a single Picard-Uzawa type iteration for the
solution of the coupled system (45)—(46) (in [8], the least-squares functional (44) was
used, not M?(v;y,3)). It has been shown in [8] that, with v found by a conforming FEM
for the problem (35)—(36), the minimizer yj of the functional on the subspace Y}, has the
optimal order of the H(;div)-error with respect to the mesh size (i.e. the order of the
interpolation error for Yy,), provided that the H'(Q)-error of the approximation v is not of
lower order. The advantage over the dual mixed FEM as well as the least-squares mixed
method is obvious: the computation of the primal variable is completely independent of
the calculation of the dual one (this reduces the total computational cost), and the discrete
problem for each of the variables is moderately-sized, symmetric and positive definite (i.e.
one does not have to deal with an indefinite saddle-point problem as in the case of the
dual mixed FEM).

As follows from the numerical studies of [26], using the parameter [ one can gain a
further improvement in the approximation of the dual solution. Namely, for the unique
minimizer yz € H(Q;div) of M?(v;y, ) for any fixed v € Vo + up and 8 > 0, it was
proved in [26] that yg converges to the exact dual solution p in H(€;div) as 3 — 0, and,
moreover,

Ip -yl < CBY%,
|div (p —y)|| < C3,

with some constant C' independent of y and §. Thus, the one-stroke minimization of
the functional M?(v;y,3) with respect to y and with some moderately small 3 may
yield even better accuracy of the dual-solution approximation than the minimization with
B = 1. Numerical experiments (see [26]) show that, for example, if one uses linear finite
elements for both primal and dual variables, the value § = 1/10 is a good choice. Taking
G moderately small allows to circumvent the difficulties with the condition number of
the resulting discrete system and with the locking phenomenon, typical for the penalty
methods.
A possible way of finding the concrete value of 3 is to minimize the functional M?(v;y, 3)
with respect to # having fixed v and y. This immediately implies the explicit formula
B _ 1ZQ||d1Vy lH ’ (48)
N IAYe -yl

and the modified algorithm for the approximation of the primal and dual solutions reads:
1) Find the approximate solution v € Vj + ug to the problem (35)—(36).

2) Set 1) =1 and find y!) by minimizing M?(v;y, 3")) with respect to y.
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3) Compute 5 using y(M in formula (48); find y® by minimizing M?(v;y, 3?)
with respect to y.

A further iteration of the process of minimizing the squared majorant with respect to y
and (3 does not bring any essential benefits, as shown in the detailed study of [26].

To summarize, the minimization of the squared majorant either at a one stroke (only
the steps 1 and 2 in the algorithm above) or by two iterations provides a competitive
approach to the approximation of the dual solution. The whole method of finding the
primal variable in H'(2) and the dual variable in H(£;div) amounts to the successive
solution of two elliptic problems. It is worth noting that the approximation spaces for v
and y can be chosen independently of each other, as in the least-squares mixed method.

¢) Dual penalty method

This method can be viewed as a limiting case of the previous method, i.e. the case when
the parameter § in the squared majorant is considered as a very small penalty parameter.
The classical dual penalty method has, however, a slightly different formulation. Namely,
after finding v € Vp + up as an approximate solution to (35)—(36), one has to minimize the
quadratic “penalized functional”

1.
I(y) =Ny I+ divy —1]”

over H(2;div) for some small € > 0. The main difference with the method of minimizing
the squared majorant is that the approximation of y is now fully decoupled from the
approximation of v. As immediate drawbacks one has the deterioration of the condition
number of the resulting discrete problem and possible locking phenomenon.

d) Method of local projections

In this method, the dual variable is found by some local projections of the approximate
flux AVv into the space H(2;div). The approximate flux is derived from the approximate
primal solution v € Vj + ug previuosly found by solving (35)—(36). Thus, we have here
again a weakly coupled approach. The method is usually referred to as the “gradient
recovery” or “gradient averaging”, and its diverse variants have been considered by many
researchers (see, e.g., [18], [33], [34], [32] and the references therein). In particular, the
so-called “equilibrium-enhanced” gradient recovery methods (see [5], [30]) seem to be

especially advantageous for computing an accurate approximation to the dual variable in
the H(€;div)-norm.

Remarks. 1. It is clear that each of the four methods addressed above has both advan-
tages and drawbacks. The thorough comparison of the methods still remains to be done.
2. If the approximation to (u,p) has been found in (H}(Q) + ug) x H(£;div) by one of
the above considered methods, it can be inserted into estimates (39)—(43) to yield the ex-
plicit a posteriori control of the errors in both variables. Since the norms in the estimates
can be computed by summation of the local contributions from subdomains of Q (given
some finite subdivision of €2), they may be used also for an adaptive improvement of the
approximation. In particular, it is obvious that, if y is close to p in H(;div), the term
lAVv — y ||« computed over any subdomain w C 2 is close to | V(u — v) || considered on
w. More on the use of the error majorants for the indication of the local error distribution
can be found in [26], [27].

3. The constant Cq stemming from Friedrichs’ inequality is equal to 1/y/Aq, where \q is
the minimal eigenvalue of the Laplace operator equipped with the homogeneous Dirichlet
boundary condition on 0f2. It is, however, clear that Cn can always be estimated from
above by Cp, where D D () is some domain of a simple shape (e.g., a rectangle in 2D).
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Then, Cp can be computed analytically.

4. Since the evaluation of Cq is fairly easy, the total computational cost of estimates
(39)—(43) is very small (only the computation of norms), provided the pair (v,y) is found
in (H}(Q) +ug) x H(Q;div), for instance, by one of the methods discussed above.

5. Using translation and rescaling of the geometric coordinates (which amounts to a linear
coordinate transformation), one can make it so that the rescaled physical domain € would
be completely inside of a unit cube (square in 2D). After having rewritten the original
elliptic problem in the new coordinates and subsequent rescaling the equation so that
Aa = 1 (see Remark 2 at the end of section 3.4), we can write down all the estimates
(39)—(43) for the approximation error of the solution to the rescaled problem on the new
domain 2. The most important fact here is that all the estimates for the new problem will
contain only numerical constants (like V3, \/5), since A4 = 1 and the Friedrichs constant
Cg may be estimated from above by 1 (see Remark 3 above). As immediate consequence,
one infers that the effectivity index of the upper bound (39) for the error in the full norm
will be between 1 and 3.

4.2 Linear elasticity

Although the application of the theory to the problem of linear elasticity is similar to the
case of the diffusion problem, it is, however, interesting to consider the elasticity problem
in detail.

Let V = H'(;R"), where Q is a bounded domain in R" with Lipschitz boundary
N Vo={veV | v=00n00Q}, and Y = Ly(Q;M?*"), where M?*" is the space of
symmetric n X n-matrices. Define now the operator B as follows:

Bv:=e(v) = % (Vv + (VV)T) .

Here Vv = {v;;} is a tensor (the gradient of the vector v) and the symbol T means the
transposition. Then, B*y = —divy € H=Y(;R™) =V for any y €Y, and

<B*y,w>:/y:g(w)dx vw eV,

where the colon denotes the inner product in M}*" (a: b = ai;bij Ya,b € MZ*").
The operator A is defined by the so-called tensor of elastic moduli L. = {IL;;1;} that
satisfies the double inequality

AleP<Lere < Ap|e|* VeeM!™ ™, (49)
and the symmetry and boundedness conditions
Lijri = Ljitg = Ly, Lijr € Loo(€2). (50)

Then, the norms ||-|| and || ||« are defined as

Iyl*= [ Ly:yde, Iyli= [17y:yde vyeX.

Inequality (3) is obviously satisfied, and (4) follows from the Korn inequality.

Assume now that ug is some given function from H'({;R") and f is some given
functional from H~1(Q;R"). Then, the problem (P) can be formulated as follows:
Find u € Vj + up such that

/Q]Lg(u): e(w)der+({(f,w) =0 VYwelp, (51)
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where (f, w) = fQ f-wdz. The corresponding mixed formulation of (51) defines the weak
solution of the boundary-value problem of linear elasticity:

p=1Le(u) inQ, (52)
divp=f inQ, (53)
u=uy ond. (54)

We see that V' is continuously embedded into the Hilbert space U = Lo(€2; R™), hence, if
we suppose that the given body force f € Lo(€2;R™), we can use the results of Theorem 3.4.
First, we note that the space Y- is, in fact, the space H(};div) :={y € Y | divy €
Ly (Q;R™)} with the norm B B
) 1/2
Iy llaiv = (Uy I2 +divyl?) ",

where || - || denotes the norm in Ly(€2; R™).
The full norm takes, then, the form

. 1/2 .
o) e = (T 12 + Iy 2 +ldivy[?) © V(v,y) € Vo x B(@; div).

It is important to notice that, in the considered case, we have the inequality of type (28)
that is a vector variant of the Friedrichs inequality, namely,

Wl < Calle(w)| VweVo. (55)
Thus, the constant Cp in (27) and in Theorem 3.4 is, in fact, the constant Cq from (55).

Remark. The constant Cq from (55) equals 1/v/Aq, where Aq is the minimal eigenvalue
of the vector-valued elliptic operator £ : Vo — H~H(Q;R"), Lw = —1 (div (Vw) + V(divw))
for any w € Vj, equipped with the zero Dirichlet boundary condition on 92. The minimal
eigenvalue A\ can be estimated from below by the one half of the sum of the minimal
eigenvalues of the operators £1 : Vo — H Y (Q;R"), Liw = —div(Vw) = —Aw, and
Lo Vo — H YR, Low = —V(divw). It is clear that the smallest eigenvalue of
the 2nd operator is zero, while the minimal eigenvalue of the 1st one equals the minimal
eigenvalue of the scalar Laplace operator in €2; the latter depends only on the geometry of
the domain 2 and can be estimated from below by embedding €2 into a larger domain of
a simpler shape, as discussed in Remark 3 at the end of section 4.1. This ultimately leads
to an easily computable upper bound for the constant Cg from (55).

Hence, if (u,p) € (Vo + ug) x H(Q;div) is the exact solution to the mixed problem
(52)—(54) and (v,_z) € (Vo +up) x H(Q;div) is any approximate solution to the problem,
then the following a posteriori error estimates follow directly from Theorem 3.4:

1/2
0= v.p = lean <lie) -yl + (1+252) vy ~£l. (0
0= v.p = Yliean > = (ILev) ~y I +ldiy ~ 1) (57)
Co
le(u—v) 1< ILe(v) - y |+ divy — £] (59)
Cq
Ip =yl < ILe(v) — yll. +-2 divy ~£]]. (59)
1/2
oyl <Niel) -yl +(1+52) " iy -1, (60)
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Estimates (56)—(60) provide sharp error bounds that are explicitly computable, if one has
the approximate solution to problem (52)—(54) in the product space (Vy+ug) x H(€; div).
The construction of the approximation in this space can be done along the lines presented
in the previous section for the case of a scalar elliptic problem.
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