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Abstract. In this paper, we present a theory for gravity coupled with scalar,

SU(n) and spinor fields on manifolds with null-boundary. We perform the

symplectic reduction of the space of boundary fields and give the constraints
of the theory in terms of local functionals of boundary vielbein and connection.

For the three different couplings, the analysis of the constraint algebra shows

that the set of constraints does not form a first class system.
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1. Introduction

The concept of gauge theories is a central aspect of modern mathematical physics,
serving as the basis for the formulation of many fundamental physical theories.
In a gauge theory, the physical fields are described by means of a principal G-
bundle over a base manifold M (possibly with boundary) and an action functional
S that embodies the symmetry of the theory and from which the field equations
are derived. The conserved quantities of the theory come from the invariance of the
action functional under the symmetry group, while interactions are introduced by
gauging these symmetries, making them local. The mathematical representation of
a gauge theory is achieved through a principal bundle P and the gauge group can
consequently be defined.
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Two of the most widely accepted theories in fundamental physics are the Stan-
dard Model (SM) of particle physics and General Relativity (GR). The SM, with
its symmetry group SU(3)×SU(2)×U(1), is a gauge theory that explains three of
the four fundamental interactions. Meanwhile, GR is a theory that accounts for
gravity, with physical fields representing the geometry of the base manifold.

GR is originally formulated using metric and Christoffel symbols, and is not
formally equivalent to a Yang–Mills theory like the SM. In the SM, symmetries are
encoded in physical fields through a principal connection. In order to study GR
within a framework that would make the gauge formulation similar to the one of
the SM, the coframe formalism, a.k.a. Palatini–Cartan (PC) theory, can be used.
Within this formalism, the physical fields of GR are represented as coframes, a.k.a.
vielbein, and local connections (see e.g. [Tec19b], [Thi07] and [Cat23]) and gravity
becomes an explicit SO(3, 1) gauge theory.

In this paper, we examine the boundary structure of GR in the coframe formu-
lation on manifolds with boundary, focusing specifically on the scenario where the
boundary is null, resulting in a degenerate boundary metric. Our study extends
the findings of the previous work [CCF22], in which the authors investigated the
geometric structures of gravity coupled to scalar, SU(n), and spinor fields for a non-
degenerate boundary metric. Our aim is to extend these findings to boundaries with
the most general structure, namely including a possible degenerate metric. From a
different perspective, this paper extends the study conducted in [CCT21], where the
authors analyze the degenerate boundary structure of the Palatini–Cartan theory,
in order to incorporate gravity coupled with matter and gauge fields. Therefore,
the generalization of these results will lay the foundation for formulating the SM
on manifolds with boundary (see [Can+23]).

The boundary structure is recovered performing the method established by Ki-
jowski and Tulczijew (KT) in [KT79] (for an introduction see also [Cat23] and
references therein). This method involves characterizing the reduced phase space
as a reduction, i.e., a quotient space, of the space of free boundary fields, rather than
using the approach proposed by Dirac in [Dir58]. The KT method has several math-
ematical advantages, including a more straightforward procedure for formulating
constraints and compatibility with the BV-BFV formalism as described in [CMR14]
(in the case of PC gravity this is done in [CS19a], [CCS21a] and [CCS21b]). Addi-
tionally, the quantization procedure within the BV-BFV formalism as outlined in
[CMR18] can be more readily applied to the theory when using the KT approach.

Gravity in the coframe formalism is expressed though the so called Palatini–
Cartan action. The structure of the symplectic form of the boundary fields poses
a major challenge in the constraint analysis of the theory. This form is defined on
a quotient space of the restrictions of the bulk fields to the boundary, determined
by an equivalence relation given by the kernel of the map e∧ , where e denotes
the coframe. To simplify the analysis, we describe this phase space using a fixed
representative instead of working with equivalence classes, by introducing a suitable
structural constraint. In prior works, such as [CS19b], [CCS21a] and [CCF22],
this method has been successfully applied to space-like and time-like boundaries.
However, for a null-boundary, the structural constraint must be adapted, as it only
fixes the representative uniquely when the induced metric on the boundary is non-
degenerate. We extend the solution proposed for space- and time-like boundaries
to a null-boundary by adapting the structural constraint for all three different
couplings (scalar, SU(n), and spinor). The solution is slightly more involved and
gives rise to second class constraints, compared to the non-degenerate case, where
all constraints are first class.
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2. Geometrical background of gravity

2.1. Coframe formalism. In the following section we will examine the geometri-
cal background of the theory, i.e. the coframe formalism and the Palatini–Cartan
action (see for example [Tec19b; Thi07] and references therein).

The general set-up consists of

– An N -dimensional differentiable oriented1 pseudo-riemannian manifold M
with boundary Σ;

– A principal GL(N,R)-bundle LM called the frame bundle, which can be
reduced to a principal SO(N − 1, 1)-bundle P ;

– An associated vector bundle V := P ×ρ V called the Minkowski bundle,
where V is an N -dimensional real pseudo-riemannian vector space with
reference metric η =diag(1, ...,−1) and ρ : SO(N − 1, 1) →Aut(V ) is the
fundamental representation of SO(N − 1, 1).

Then, we define the vielbein via a reduction of the frame bundle.

Definition 1. We define the vielbein ẽ : P → LM as the principal bundle isomor-
phism such that the following diagram commutes

P LM

V TM

ẽ

p′ π′

e

where e : TM → V is the vector bundle isomorphism induced by ẽ : P → LM
and p′, π′ the corresponding associated bundle maps. This means that the vielbein
consists of the elements in Ω1(M,V) possessing smooth inverse. We can call this

space Ω̃1(M,V).

Remark 2.

– Given i : SO(N − 1, 1) → GL(N,R) as the canonical embedding, we recall
that, in order for ẽ to be a principal bundle isomorphism, it must be an
isomorphism of fiber bundles and also satisfy the equivariance condition

Ri(g) ◦ ẽ = ẽ ◦ Rg for all g ∈ G. (1)

This is equivalent to asking that the following diagram commutes

P LM

P LM

ẽ

Rg Ri(g)

ẽ

– The existence and uniqueness of the map can be guaranteed through the
use of the universal property of the quotient for the bundle isomorphism
π′ ◦ ẽ : P → TM . This is possible thanks to the equivariance condition of
ẽ. The isomorphism property of the map e : TM → V is simply inherited
from ẽ by passing to the quotient.

– Since the map e : TM → V is an isomorphism of vector bundles, it acts
like a linear isomorphism on the fibers. It means it can be written in the

1Orientability is not necessary (see, e.g., [CCS21a, Section 2.1]), but we assume it here for

simplicity of notations.
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following way:

xe : TxM → V (2)

v 7→ va = vµeaµ,

where v = vµ∂µ ∈ TxM . Consider now the dual basis {dxµ}. We can collect
the components of the isomorphism into the covector eaνdx

ν(∂µ) = eaµ, since
a covector is a linear map over the tangent space. Given that a basis of the
cotangent space can be seen as a family of N covectors eaµdx

µ and also that
an isomorphism sends a basis to another basis, on a chart over U ∈ M ,
we can identify the map e : TM → V with a family of N covector fields
or directly with a V -valued covector field in Ω1(U, V ). Therefore, if M is
parallelizable, we can identify the whole map e with a V -valued covector
field e ∈ Ω1(M,V ).

– The name coframe formalism comes from the fact that e not only defines an
isomorphism, but, thanks to the fact that it is obtained from the reduction
of the structure group of the frame bundle to the pseudo-orthogonal group
SO(N−1, 1), it is also a linear isometry on the fibers. In fact, the reduction
to SO(N−1, 1) means by definition that the frames of the frame bundle are
orthonormal, namely we have on the fibers gµνe

µ
ae
ν
b = ηab. On the other

hand, in terms of their dual basis (coframes) {ea}, we have gµν = ηabe
a
µe
b
ν ,

which can be written as

g = e∗η. (3)

This means that e is a linear isometry.

Proposition 3. The inner product on V allows the identification so(N − 1, 1) ∼=∧2
V .

Because of this proposition, we can identify so(N−1, 1)-valued forms2 with
∧2V-

valued forms and we will use the following shortened notation to indicate the spaces
of i-forms on M with values in the jth wedge product of V

Ωi,j := Ωi
(
M,

∧jV
)
, (4)

which is generalized to all possible i, j ∈ N.

Remark 4. These spaces form indeed a graded algebra with graded product

∧ : Ωi,j × Ωk,l → Ωi+k,j+l for i+ k ≤ N, j + l ≤ N

(α, β) 7→ α ∧ β = (−1)(i+j)(k+l)β ∧ α.

We will refer to an alement in Ωi,j also as an (i, j)-form.

Definition 5. A connection form ω on a principal G-bundle P is a g-valued 1-form
on P such that:

– It is adjoint-equivariant;
– For each ξ ∈ g and fundamental vector field Xξ, it holds ω(Xξ) = ξ.

We will refer to the space of principal connections on P as A(P ).

Remark 6. If we consider a principal connection form on the principal SO(N−1, 1)-

bundle P , namely an element ω ∈ Ω1(P,
∧2
V ) (thanks to Proposition 3), we can

pull it back using local sections. We will obtain a family of local connections ωα ∈
Ω1(Uα,

∧2V). These forms define a covariant derivative on M (see Definition 10).

2In the sense of a vector bundle with fibers so(N − 1, 1)
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The action of the Lie algebra on
∧jV-differential forms will be denoted in the

following way:

Definition 7. Let α ∈ Ωi,j and β ∈ Ωk,l. Then, we define the generalized Lie
bracket

[ , ] : Ωi,j × Ωk,l → Ωi+k,j+l−2

through

[α, β]
a1...aj+l−2
µ1...µi+k =

=
∑
σi+k

∑
σj+l−2

sign(σi+k)sign(σj+l−2)α
aσ(1)...aσ(j−1)a
µσ(1)...µσ(i) β

aσ(j)...aσ(j+l−2)b
µσ(i+1)...µσ(i+k) ι(ρ)ab,

(5)

where ι(ρ) is the contraction map that
∧mV inherits3 from the representation ρ of

SO(N − 1, 1). For the fundamental representation, this map is just the contraction
with the η.

Remark 8. Shortly speaking, the brackets act as a wedge product on both space-
time and internal indices not contracted with the contraction map.

Remark 9. The contraction map ι(ρ) is obtained from the representation map
of the algebra dρ : so(N − 1, 1) → End(V ) composed with the isomorphism of
Proposition 3.

Definition 10. Local connections define an exterior covariant derivative for
∧jV-

valued i-forms on M . We denote such a map with

dω : Ω
i,j → Ωi+1,j . (6)

Explicitly, it reads

dωα = dα+ [ω, α], (7)

where α ∈ Ωi,j .

Remark 11. Note that the representation of the brackets is the fundamental one.
This is due to the fact that V is the associated bundle to P through the fundamental
representation. In the case of a different associated bundle, through a different
representation, the brackets will be replaced by the given representation.

Definition 12. Let ω ∈ A(P ) be a principal connection. Then, the associated
local connections on M define a global 2-form Fω ∈ Ω2,2, which satisfies, in any
arbitrary trivialization chart (Uα, sα),

Fω|Uα = dωα +
1

2
[ωα, ωα], (8)

with ωα = s∗αω.

A more detailed derivation of this definition can be found in [Tec19b].

Definition 13. The classical Palatini–Cartan theory is the assignment of the pair
(FPC ,SPC)M to every pseudo riemannianN -dimensional manifold and vector space
V with reference metric4 η with space of fields

FPC = Ω̃1,1 ×A(P ) ∋ (e, ω) (9)

3The representation ρ induces an algebra representation dρ and we can translate that to
∧2 V

thanks to Proposition 3. Then, we can easily generalize this action to
∧mV.

4Note that any particular choice of the Lorentzian structure on V is immaterial, since a change
in V would just isomorphically reflect to the space of fields without changing SPC .
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and action functional

SPC =

∫
M

1

(N − 2)!
eN−2Fω +

1

N !
ΛeN , (10)

where Λ ∈ R and the powers in e are in terms of the wedge product.

Remark 14. In Eq. (10), we have omitted both the wedge product and the trace.

The trace operator is the map Tr:
∧N

V → R such that, given a basis {ui}i=1,...,N

of V , it holds that Tr[ui1 ∧ · · · ∧ uin ] = εi1...in , thus the trace works as a choice of
the orientation on M , which must be compatible with the SO(N − 1, 1) reduction.

Remark 15. In the subsequent sections, we will avoid reiterating a similar definition
for each distinct case. Rather, we will provide the space of fields on M , and it is
important to bear in mind that the definitions of the upcoming theories will be
straightforward generalizations of Definition 13.

The Euler–Lagrange equations coming from the action principle δSPC = 0 are,
respectively for the variations in e and ω, Euler–Lagrange equations of Palatini–
Cartan theory read:

1

(N − 3)!
eN−3Fω − 1

(N − 1)!
ΛeN−1 = 0 (11)

eN−3dωe = 0, (12)

which, in N = 4, reduce to

eFω − 1

3!
Λe3 = 0 (13)

edωe = 0. (14)

By injectivity of the map e ∧ · on (2, 1)-forms, Eq. (12) is equivalent to

dωe = 0, (15)

which is the torsion-free condition. Therefore, this is the equation that identifies
the Levi-Civita connection for the metric (3).

2.2. Symplectic reduction on the boundary. The geometrical method imple-
mented to the study of the boundary structure of the theory is the KT construction
described in [KT79].
The construction starts from a space of bulk fields denoted with F and an action
functional of such fields denoted with S. In the case of the Palatini–Cartan theory,
these are precisely FPC and SPC . We notice that the integration by parts in the
variation of the action S gives rise to a boundary term

α =

∫
Σ

1

(N − 2)!
eN−2δω, (16)

which we call the Noether 1-form.
By considering the pull-back of the fields in F to the boundary Σ via the natural

inclusion i : Σ → M , we obtain the space of pulled-back fields denoted by F̃Σ. In
this setting, the boundary term α defined in (16) can be interpreted as a 1-form on
the space of pulled-back fields. Furthermore, the variational operator δ is regarded
as a de Rham differential of the complex of differential forms on F̃Σ.

Note that the 2-form on F̃Σ defined via

ϖ̃ = δα =

∫
Σ

1

(N − 3)!
eN−3δeδω (17)

is closed.
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Remark 16. It is important to note that a closed 2-form does not necessarily have to
be non-degenerate. The form ϖ̃ defined in Eq. (17) may have a non-trivial kernel.
This is the case with both the free theory and the all three different couplings
analyzed in this paper. A closed 2-form with possibly degenerate kernel is called a
pre-symplectic form and a space endowed with such a form is called a pre-symplectic
space.

Definition 17. We define the space of pre-boundary fields for the Palatini–Cartan
theory as the pre-symplectic space (F̃Σ, ϖ̃), where F̃Σ is the space of pulled-back
fields on the boundary Σ and ϖ̃ is the pre-symplectic form.

Remark 18. We will use the following definition for bundle valued differential forms
on the boundary

Ωi,jΣ := Ωi(Σ,
∧j
i∗V). (18)

As we pointed out in Remark 16, the pre-symplectic form might be indeed not
symplectic (it might be degenerate). In order to obtain a symplectic space, we
could just quotient by the distribution given by the kernel of the pre-symplectic
form.

Definition 19. We define the geometric phase space of the theory as the symplectic
space (FΣ, ϖ) obtained as the quotient of the space of pre-boundary fields by the
kernel of its pre-symplectic form5

FΣ :=
F̃Σ

ker(ϖ̃)
(19)

and with symplectic form ϖ, the unique 2-form on FΣ such that p∗ϖ = ϖ̃, where
p : F̃Σ → FΣ is the canonical projection.

In field theory, it is commonly understood that not all field equations are dy-
namical, and on a manifold with boundary, this is equivalent to having some field
equations that are non-transverse with respect to the boundary. The resulting non-
dynamical equations can be interpreted as constraints that must be satisfied by the
boundary fields.
We can give these constraints the form of local functionals on FΣ (or F̃Σ), just by
integrating the pulled-back equations on Σ. We denote this set of constraints as C
(or C̃).

The first understanding of the nature of a set of constraints on a symplectic space
is due to Dirac [Dir50]. He pointed out correctly that the nature of the constraints,
which he divided in first- and second-class, had important implications on the local
degrees of freedom of the theory6. More precisely, the hamiltonian vector fields of
the first-class constraints generate the algebra of the symmetry group of the theory
and the ones of the second-class constraints do not. In Section 4, a more detailed
discussion of first- and second-class constraints is presented.

The vanishing locus of these integral constraints, quotiented by the action of
the algebra generated by their hamiltonian vector fields, is called the reduced phase
space. Roughly speaking, this is the space of the non-gauge equivalent (thanks to
the quotient) initial conditions (the fields are on the boundary) for the dynamical
field equations of the theory (since we have considered the vanishing locus of the
constraints).

In Table 1, we summarize all the steps to the reduced phase space7.

5This quotient is to be intended in the sense of distributions on the tangent bundle. Note that
ker(ϖ̃) is involutive, since ϖ̃ is closed.

6The local degrees of freedom are defined as the dimension of the reduced phase space and the

dimension of a space is define as the rank of the fiber or its dimension as a C∞-module.
7This table is taken from [CCT21]



8ALBERTO S. CATTANEO, FILIPPO FILA ROBATTINO, VALENTINO HUANG, AND MANUEL TECCHIOLLI

(F , S)

(F̃Σ, ϖ̃, C̃)

(FΣ, ϖ, C)

Reduced Phase Space

Pull-back to the boundary

Reduction by ker(ϖ̃)

Vanishing locus + /∼ gauge algebra

Table 1.

2.3. The structural and degeneracy constraints. From now on, we will work
in N = 4.
On the boundary Σ, the injectivity property of the map e ∧ · acting on boundary
(2, 1)-forms is lost.8 This property guaranteed the equivalence of dωe = 0 and
edωe = 0 in the bulk. This situation is indeed problematic. In fact, in the bulk
we have two perfectly equivalent conditions, namely two equivalent ways of writing
one of the field equations. When we pull these back to the boundary, we want this
equivalence to hold in order to make sense of the field equations on the boundary
themselves. In other words, since in the bulk edωe = 0 must give rise to the same
solution space of dωe = 0, if the solutions space of these two equations on the
boundary were to differ, then the Cauchy problem would be ill-defined. I.e., the
pull-back to the boundary of the solutions obtained from the field equations in the
bulk would be different from the boundary fields obtained from the solutions of the
fields equations on the boundary. It means that one has to impose some additional
conditions in order to maintain this equivalence on the boundary. We call part of
the family of these extra conditions the structural constraint.

This problem is present in both the non-degenerate and degenerate cases; how-
ever, the form of the structural constraint strictly depends on the nature of the
boundary (null or non-null). In fact, in the non-degenerate case, the structural con-
straint alone is sufficient to ensure the aforementioned equivalence on the boundary.
On the other hand, on a null boundary, the extra conditions split into a structural
and a degeneracy constraint. We will see that, from a different perspective, the
structural constraint of the non-degenerate case is just a specific characterization
of the structural and the degeneracy constraint where the latter is trivial.

Note that the core of this section, as we will mention again later in Remark 24,
is maintained rather general, namely independent of the field equations. The ap-
plication of these results to the Palatini–Cartan theory is, on the one hand, a
fundamental building block for the subsequent sections and, on the other hand, a
useful way to get a solid grasp on the ideas behind the main results of the section
itself.

First, we start by giving some definitions.

Definition 20. Let e ∈ Ω̃1,1
Σ and ek ∈ Ωk,kΣ be the wedge product of k elements e.

Then, we define the following maps:

W
Σ,(i,j)
k : Ωi,jΣ −→ Ωi+k,j+kΣ (20)

α 7−→ ek ∧ α

8See [CS19b].
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ϱ(i,j) : Ωi,jΣ −→ Ωi+1,j−1
Σ (21)

α 7−→ [e, α]

ϱ̃(i,j) : Ωi,jΣ −→ Ωi+1,j−1
Σ (22)

α 7−→ [ẽ, α],

with ẽ ∈ Ω̃1,1
Σ being a degenerate vielbein, namely ẽ∗η = 0.

We also give the definitions of three geometrical objects that we will require in
the following theorems.

Definition 21. Let J be a complement9 in Ω2,1
Σ of the space Im ϱ(1,2)|

KerW
Σ,(1,2)
1

.

Then, we define the following subspaces:

T := KerW
Σ(2,1)
1 ∩ J ⊂ Ω2,1

Σ (23)

S := KerW
Σ,(1,3)
1 ∩Kerϱ̃(1,3) ⊂ Ω1,3

Σ (24)

K := KerW
Σ,(1,2)
1 ∩Kerϱ(1,2) ⊂ Ω1,2

Σ . (25)

We present the initial key result for the degenerate theory, which will ensure
the equivalence between dωe = 0 and edωe = 0 at the boundary. While it may
appear initially quite redundant with respect to Lemma 66, it will have profound
implications for the geometry of the theory, as highlighted in Remark 25.

Lemma 22 (Corollary of Lemma 66). Let en ∈ Ω0,1
Σ be fixed such that, for a chosen

vielbein e ∈ Ω̃1,1
Σ , {e(v1), e(v2), e(v3), en}10 is a basis of i∗V, where {v1, v2, v3} is a

basis of TΣ. Moreover, let α ∈ Ω2,1
Σ . Then, we have that

α = 0

if and only if 
α ∈ KerW

Σ,(2,1)
1

en(α− pT α) ∈ ImW
Σ,(1,1)
1

pT α = 0,

(26)

where pT is the projector onto T . We call the second and third conditions in (26)
respectively the structural and the degeneracy constraints.

The next lemma provides a formulation of the degeneracy constraint in terms of
an integral functional.

Lemma 23. Let α ∈ Ω2,1
Σ . Then, we have the following equivalence

pT α = 0 ⇐⇒
∫
Σ

τα = 0 ∀τ ∈ S. (27)

Proof. See [CCT21]. □

9To obtain an explicit expression for the complement, one can follow these steps. Start by

selecting an arbitrary Riemannian metric on the boundary manifold Σ and extend it to the space

Ω2,1. Then, the orthogonal complement of the image of the map ϱ(1,2)|KerW
Σ,(1,2)
1 in Ω2,1

Σ can

be identified as the space J , with respect to the chosen Riemannian metric.
10Notice in particular that, in any neighborhood of e of the space of boundary fields, we are

allowed to pick en independently of the dynamics of the vielbein e. In other words, we can state

that en is constant in the field e. This trivially implies that en has no variation along e.
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Remark 24. As long as we do not specify any α, these two lemmas remain purely
geometrical and do not depend on the properties of the field equations. We will
then be able to use these results for the interactive theories where the equivalence
condition on the boundary will differ from dωe = 0 and edωe = 0 (since the field
equations will be different themselves). Therefore, in general, we need to specify
α for each different theory. In particular, for the Palatini–Cartan theory, α = dωe
and the structural and the degeneracy constraints readen(dωe− pT dωe) ∈ ImW

Σ,(1,1)
1

pT dωe = 0.
(28)

Remark 25. It is important to emphasize that Eq.s (26) are trivially equivalent to
the structural constraint

enα ∈ ImW
Σ,(1,1)
1 (29)

in the non-degenerate case. Nonetheless, the introduction of this split plays a crucial
role in the analysis of the degenerate theory. More specifically, apart from pT not
being trivial, Eq. (29) alone will not be sufficient to uniquely fix a representative
of the equivalence class defining the symplectic space (see Theorem 26). In other
words, since in the non-degenerate case pT α = 0 holds trivially, we can infer that
the second equation in (26) is the most general form of the structural constraint
of the theory, whose geometrical implications are only visible in the degenerate
case. In fact, the peculiar integral condition of the degenerate case, introduced in
Lemma 23, carries significant consequences. It can be interpreted as a modification
of the set of constraints of the theory by incorporating a new functional constraint.
For α = dωe (the case of the Palatini–Cartan theory), this is denoted as

Rτ =

∫
Σ

τdωe. (30)

Further discussions of this matter will be presented in the next section.

2.4. Fixing the representative. The reduction by the kernel of the presymplectic
form, as shown in [CS19b], is equivalent to a quotient space with an equivalence
relation on the connection form, as stated in the following theorem.

Theorem 26. The geometric phase space for the Palatini–Cartan theory is the
symplectic manifold (FΣ, ϖ) given by the following equivalence relation on the space

of pre-boundary fields F̃Σ

ω′ ∼ ω ⇐⇒ ω′ − ω ∈ KerW
Σ,(1,2)
1 (31)

and the symplectic form

ϖ =

∫
Σ

eδeδ[ω]. (32)

We refer to this equivalence class as A(i∗P )red.

Proof. See [CS19b]. □

Remark 27. To study the reduced phase space of the theory, we make use of rep-
resentatives for the equivalence classes defined in (31). In the non-degenerate case,
these representatives are uniquely determined by the structural constraint itself.
In other words, ensuring the equivalence of dωe = 0 and edωe = 0 on the bound-
ary, is enough to determine uniquely the representatives of the equivalence classes
defined in (31). However, in the degenerate case, the structural constraint and
the degenerate constraint (or its integral form Rτ ), despite the fact that they in-
deed ensure on the boundary the equivalence mentioned above, are not sufficient to
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uniquely assign a representative to each equivalence class. Therefore, it is necessary
to seek an alternative way to guarantee the unambiguous determination of these
representatives.

We can accomplish this through the following lemma.

Lemma 28. Let i∗g be degenerate. Then, given ω ∈ Ω1,2
Σ and en ∈ Ω0,1

Σ as in
Lemma 22, the conditionsen(dωe− pT (dωe)) ∈ ImW

Σ,(1,1)
1

pKω = 0
(33)

uniquely define a representative of the equivalence class [ω] ∈ A(i∗P )red.

Proof. See [CCT21]. □

Remark 29. In [CCT21], it has been proved that the analysis is independent of the
choice of the representative of the equivalence class (31). In more rigorous terms, for
each choice of the representatives there is a canonical symplectomorphism between
the symplectic space defined by representatives and the geometric phase space of
the theory.

Remark 30. It is important to highlight that, in the non-degenerate case, the sub-
spaces T , S, and K of Definition 21 are trivial. It follows that the projectors pK
and pT are also trivial. Once again, this means that, in the non-degenerate theory,
the structural constraint alone serves the purpose of establishing the equivalence
between dωe = 0 and edωe = 0 on the boundary, as well as uniquely determining
the representatives of the equivalence classes defined in Eq. (31).

We have seen that, on a null-boundary, we need both the structural and the
degeneracy constraints together with the additional equation pKω = 0 in order to
both guarantee the equivalence between dωe = 0 and edωe = 0 on the boundary
and uniquely fix the representative of the equivalence class [ω] ∈ A(i∗P )red.
More specifically, the role of the structural constraint together with the integral
constraint Rτ is the one of ensuring the aforementioned equivalence condition,
whereas, the structural constraint together with pKω = 0 will uniquely fix the
representatives.

We display now the constraints of the theory.

Definition 31. Let11 c ∈ Ω0,2
Σ [1], ξ ∈ X(Σ)[1], λ ∈ C∞(Σ)[1] and τ ∈ S[1]. Then,

we define the following functionals

Lc =

∫
Σ

cedωe (34)

Pξ =

∫
Σ

1

2
ιξ(e

2)Fω + ιξ(ω − ω0)edωe (35)

Hλ =

∫
Σ

λen

(
eFω +

Λ

3!
e3
)

(36)

Rτ =

∫
Σ

τdωe. (37)

We refer to these as the constraints of the Palatini–Cartan (degenerate) theory.

We are now able to determine the algebra of the constraints of the theory. This
differs from the one of the non-degenerate theory, since the new constraint Rτ
changes the nature of the Poisson brackets, which become second class.

11The notation [1] indicates a shift in parity.
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Theorem 32. Let i∗g be degenerate. Then the structure of the Poisson brackets
of the constraints Lc, Pξ, Hλ and Rτ is given by the following expressions

{Lc, Lc} = −1

2
L[c,c] {Pξ, Pξ} =

1

2
P[ξ,ξ] −

1

2
LιξιξFω0

{Lc, Pξ} = LLω0
ξ c {Hλ, Hλ} ≈ 0

{Lc, Rτ} = −RpS [c,τ ] {Pξ, Rτ} = RpSLω0
ξ τ .

{Rτ , Hλ} ≈ Gλτ {Rτ , Rτ} ≈ Fττ

{Lc, Hλ} = −PX(a) + LX(a)(ω−ω0)a −HX(n)

{Pξ, Hλ} = PY (a) − LY (a)(ω−ω0)a +HY (n)

with X = [c, λen] and Y = Lω0

ξ (λen) and where the superscripts (a) and (n) describe
their components with respect to ea, en. Furthermore Fττ and Gλτ are functionals
of e, ω, τ and λ that are not proportional to any other constraint.

Remark 33. The symbol≈ indicates the identity on the zero locus of the constraints.
In particular, this means that those brackets written with this symbol are not
a linear combination of the constraints themselves. On the other hand, all the
brackets written with a = vanish on the zero locus, for example {Lc, Lc} ≈ 0.

For the details of the proof and the definition of first and second class constraints,
we refer to [CCT21].

Remark 34. The former results still hold in the case where the boundary metric
has some extra degeneracy, apart from the one coming from the nature of the null-
boundary. In the upcoming sections, we will, for the sake of simplicity, assume that
the restriction of the metric, excluding the degenerate direction of the boundary,
remains non-degenerate.

Remark 35. The distinctive feature of the degenerate theory, highlighted in [CCT21]
and summarized in Section 4, is that the additional constraint Rτ turn out to be
second-class (see Definition 62). As discussed in Section 4, this implies that the re-
quirement to uniquely determine a representative for [ω] results in the reduced phase
space of the theory having a dimension of two, compared to the non-degenerate the-
ory, which had a dimension of four.

The first step in each of the following sections will be the one of finding the
correct set of equations as a choice for the structural constraint. Then, we will find
the relations for uniquely fixing the representatives. Once established the correct
geometrical set-up, we will proceed by computing the algebra of the constraints
of the theory at hand. This will be done in the cases of scalar, SU(n) and spinor
couplings.

3. Coupling terms: degenerate structure

3.1. Scalar field. In the following section, we will dive into the case of the scalar
coupling. We stress that we refer to [CCF22] for what concerns the non-degenerate
case.
In the canonical formalism, the Palatini–Cartan theory coupled with a scalar field
maintains the very same geometrical background of the previous sections with the
addition of two new fields, the scalar field ϕ and its conjugate momentum (upon
equation of motion) Π.

We must define the building blocks of our scalar Palatini–Cartan theory, starting
with the space of fields on M , which reads

Fϕ = Ω̃1,1 ×A(P )× C∞(M)× Ω0,1 ∋ (e, ω, ϕ,Π), (38)
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and the action functional

Sϕ = SPC +

∫
M

1

6
e3Πdϕ+

1

48
e4(Π,Π), (39)

where the brackets indicates the inner product of the Minkowski bundle. It follows
that the Euler-Lagrange equations of the theory are given by

edωe = 0 (40)

eFω +
Λ

6
e3 +

1

2
e2Πdϕ+

1

12
e3(Π,Π) = 0 (41)

d(e3Π) = 0 (42)

e3(dϕ− (e,Π)) = 0. (43)

The variation of the action leads to the following Noether 1-form on the space of
pre-boundary fields12

α̃ =

∫
Σ

1

2
e2δω +

1

6
e3Πδϕ, (44)

which gives rise to the following pre-symplectic form

ϖ̃ = δα̃ =

∫
Σ

eδeδω +
1

6
δ(e3Π)δϕ. (45)

Similarly to the previous section, we can define the space of pre-boundary fields

F̃ϕ
Σ, as in Definition 17 for the Palatini–Cartan theory, by pulling back the fields to

the boundary Σ. Also in this case, we will write the fields on the boundary with
the same letters as for those in the bulk.

As shown in [CCF22], we are now able to define the geometric phase space of
the theory via a reduction through the kernel of the pre-symplectic form.
Here is a generalization of Theorem 26.

Theorem 36. The geometric phase space for the scalar Palatini–Cartan theory is

the symplectic manifold (Fϕ
Σ, ϖ) given by the following equivalence relations on the

space of pre-boundary fields F̃ϕ
Σ

ω′ ∼ ω ⇐⇒ ω′ − ω ∈ KerW
Σ,(1,2)
1 (46)

Π′ ∼ Π ⇐⇒ Π′ −Π ∈ KerW
Σ,(0,1)
3 (47)

and the symplectic form

ϖ =

∫
Σ

eδeδ[ω] +
1

6
δ(e3[Π])δϕ. (48)

We refer to these equivalence classes as A(i∗P )red and Ω0,1
Σ,red.

Proof. See [CCF22]. □

We notice that the first field equation (41) does not couple with the scalar field.
Therefore, since this purely geometrical term is equivalent to the one of the Palatini–
Cartan theory (namely α = dωe), the structural and degeneracy constraints possess
the same form of the free theory. In fact, as we said, they serve the purpose of
maintaining the equivalence between edωe = 0 and dωe = 0 on the boundary. We
recall here the aforementioned constraints, which thus readen(dωe− pT dωe) ∈ ImW

Σ,(1,1)
1

pT dωe = 0.
(49)

12Note that we keep the same notation for the Noether and the pre-symplectic forms of the
previous section even though these are different.
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Similarly to the Palatini–Cartan theory, we focus on fixing the representative of the
equivalence classes defined in Theorem 36. The purely gravitational part remains
the same, since it follows uniquely from the kernel of the piece of (45) equal to the
pre-symplectic form of the free Palatini–Cartan theory. In other words, since in the
present case the equivalence class [ω] is defined in the same way of the Palatini–
Cartan theory, as well as the structural constraint, it follows that Lemma 28 applies
verbatim to the scalar field theory.
Although, we are left to fix the representative of the equivalence class for Π. For
this purpose, we give the following lemma.

Lemma 37. Let i∗g be degenerate. Then, given ϕ ∈ C∞(Σ), Π ∈ Ω0,1
Σ and en ∈

Ω0,1
Σ as in Lemma 22, the conditionsdϕ− (e,Π) = 0

pWΠ = 0,
(50)

with13 W = e(Ker(i∗g)), uniquely define a representative of the equivalence class

[Π] ∈ Ω0,1
Σ,red.

Proof. We first notice that, if we consider a vector field along the degenerate direc-
tion, namely X ∈ Ker(i∗g), and we take the contraction of the field equations with
it, we obtain the condition

ιXdϕ = 0. (51)

What happens is that the degeneracy in the boundary metric decouples ϕ and Π
along the degenerate direction14 and this is precisely why we need, compared to
the non-degenerate case, an extra condition in order to fix the representative of the
equivalence class of Π.

We can decompose the field Π ∈ Ω0,1
Σ in the following way15

Π = πnen + πaea, (52)

with a = 1, 2, 3. Then, we notice that, thanks to definition of the wedge product,

e3ea = 0 for every a and therefore π = πaea ∈ KerW
Σ,(0,1)
3 . This means that fixing

a certain πn uniquely defines an equivalence class [Π] ∈ Ω0,1
Σ,red and vice versa.

We are thus left to show that the conditions (50) fix also uniquely π = πaea, as
a function of πn. Now, we recall that dim(Ker(i∗g)) = 1 and e is injective and,
therefore, we have that W ⊂ e(TΣ) is a 1-dimensional subspace. Furthermore, for
any open neighbourhood of e(TΣ), without loss of generality, we can assume that
the basis given by the vielbein {e1, e2, e3} is such that, say, e3 spans W . From
Eq. (52), it follows that the condition

pWΠ = 0 (53)

13Here, we regard the boundary metric as a map i∗g : TΣ → T ∗Σ and therefore we have that
Ker(i∗g) = {ξ ∈ X(Σ) | ιξ(i∗g) = 0} ⊂ X(Σ).

14This gives a condition on the derivative of ϕ. More specifically, the degeneracy of the bound-

ary metric complicates the selection of the components of the fields in the orthogonal direction to
the boundary. This implies that we could potentially have some spurious components of the field

ϕ generating the diffeomorphisms along the orthogonal direction. Therefore, we can interpret the
condition of Eq. (51) as a geometrical constraint that selects the only component of the symmetry

transformations orthogonal to the boundary which are actually generated by the Hamiltonian

vector field hϕ
λ of Eq. (69). In other words, one could say that Eq. (51) selects the “physically

meaningful” components of the derivative of the field ϕ.
15We take the basis of i∗V given by the vielbein and the completion en. Notice that, as a

section of i∗V, en will have components along the vielbein in general.
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implies

πne3n + π3 = 0. (54)

Moreover, with such a choice of basis, we can write the exterior derivative of the
scalar field as

dϕ = ∂iϕdx
i = ea1∂aϕdx

1 + ea2∂aϕdx
2, (55)

where we implemented the condition ιXdϕ = 0, which reads ea3∂aϕ = 0. Lastly, we
can write the field equations implementing Eq. (55), obtaining

dϕ− (e,Π) = ∂iϕdx
i − (eai dx

iea, π
beb + πnen) (56)

= eai ∂aϕdx
i − eai π

bgabdx
i − eai π

ngandx
i (57)

= eai (∂aϕ− πbgab − πngan)dx
i = 0, (58)

where g is the metric and b = 1, 2. Since the restricted inner product is non-
degenerate, we have

∂aϕ− πbgab − πngan = 0 (59)

and thus we deduce the following equation for πb (with b = 1, 2)

πb = gab(∂aϕ− πngan). (60)

It follows that Eqs. (54) and (60) completely fix the components of π in terms of πn.
Hence, since fixing πn is equivalent to fixing a representative for [Π] and vice versa,
we have that, given an equivalence class (or equivalently a πn), the conditions (50)
fix uniquely the representative of [Π]. On the other hand, given a representative, the
conditions (50) fix unambiguously a πn and therefore an equivalence class [Π]. □

We have uniquely determined the representatives for the equivalence classes that
define the symplectic space of boundary fields. As a result, we can now write the
set of constraints of the theory as functionals of the representatives themselves.

Definition 38. Let c ∈ Ω0,2
Σ [1], ξ ∈ X(Σ)[1], λ ∈ C∞(Σ)[1] and τ ∈ S[1]. Then,

we define the following functionals

Lc =

∫
Σ

cedωe (61)

Pϕξ =

∫
Σ

1

2
ιξ(e

2)Fω +
1

3!
ιξ(e

3Π)dϕ+ ιξ(ω − ω0)edωe (62)

Hϕ
λ =

∫
Σ

λen

(
eFω +

Λ

3!
e3 +

1

2
e2Πdϕ+

1

2 · 3!
e3(Π,Π)

)
(63)

Rτ =

∫
Σ

τdωe. (64)

We refer to these as the constraints of the scalar Palatini–Cartan theory.

In the following theorem, we give the form of the Poisson brackets determining
the constraint algebra of the theory.
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Theorem 39. Let i∗g be degenerate. Then the Poisson brackets of the constraints
of Definition 38 read

{Lc, Lc} = −1

2
L[c,c] {Pϕξ , P

ϕ
ξ } =

1

2
Pϕ[ξ,ξ] −

1

2
LιξιξFω0

{Lc, Pϕξ } = LLω0
ξ c {Hϕ

λ , H
ϕ
λ} ≈ 0

{Lc, Rτ} = −RpS [c,τ ] {Pϕξ , Rτ} = RpSLω0
ξ τ

{Rτ , Hϕ
λ} ≈ Gλτ {Rτ , Rτ} ≈ Fττ

{Lc, Hϕ
λ} = −Pϕ

X(a) + LX(a)(ω−ω0)a −Hϕ
X(n)

{Pϕξ , H
ϕ
λ} = Pϕ

Y (a) − LY (a)(ω−ω0)a +Hϕ
Y (n) ,

with X = [c, λen] and Y = Lω0

ξ (λen) and where the superscripts (a) and (n) describe
their components with respect to ea, en. Furthermore, Fττ and Gλτ are functionals
of e, ω, τ and λ which are not proportional to any other constraint.16

Proof. First, we introduce the following notation17

Pϕξ = Pξ + pϕξ Hϕ
λ = Hλ + hϕλ, (65)

in order to simplify the computations.
In accordance with the results from [CCT21] and [CCF22], we possess knowledge

of the some of the brackets as follows

{Lc, Lc} = −1

2
L[c,c] {Lc, Pϕξ } = LLω0

ξ c

{Pϕξ , P
ϕ
ξ } =

1

2
Pϕ[ξ,ξ] −

1

2
LιξιξFω0

{Lc, Rτ} = −RpS [c,τ ]

{Pξ, Rτ} = RpSLω0
ξ τ {Rτ , Hλ} ≈ Gλτ

{Rτ , Rτ} ≈ Fττ {Hϕ
λ , H

ϕ
λ} ≈ 0

{Lc, Hϕ
λ} = −Pϕ

X(a) + LX(a)(ω−ω0)a −Hϕ
X(n)

{Pϕξ , H
ϕ
λ} = Pϕ

Y (a) − LY (a)(ω−ω0)a +Hϕ
Y (n)

with F and G non-identically-vanishing functional of τ and λ defined in [CCT21]

(Theorem 30) and X = [c, λen] ∈ Ω0,1
Σ divided into a tangential component X(a) =

[c, λen]
(a) and a normal component X(n) = [c, λen]

(n). We are therefore left to

compute the brackets {Rτ , hϕλ} and {Rτ , pϕξ }. Also, we can recall the known results

from [CCT21] and [CCT21] for what concerns all Hamiltonian vector fields. In

particular, for pϕξ , we have

pϕe = 0 pϕω = 0 (66)

pϕρ = −Lω0

ξ ρ pϕϕ = −ξ(ϕ), (67)

whereas, for hϕλ, we have

hϕe = 0 hϕω = λen
(
Πdϕ+

e

4
(Π,Π)

)
− λ

2
eΠ(Π, en) (68)

hϕρ =
1

2
dω(λene

2Π) hϕϕ = −λ(en,Π), (69)

where we have defined a new field ρ := 1
3!e

3Π ∈ Ω3,4
Σ .

16They are properly defined in [CCT21] (proof of Theorem 30).
17With Pξ and Hλ of Definition 31.



SCALAR, SU(N), AND SPINOR FIELDS ON MANIFOLDS WITH NULL-BOUNDARY 17

Next, it is helpful to write explicitly the variation18 of Rτ , which reads19

δRτ =

∫
Σ

δτdωe− τ [δω, e] + τdωδe (70)

=

∫
Σ

(g(τ, ω, e) + dωτ)δe+ [τ, e]δω, (71)

where we have introduced the formal expression g = g(τ, e, ω) which encodes the
dependence of τ on e (see [CCT21] Theorem 30 for further details). It follows that
the Hamiltonian vector fields are

eRe = [τ, e] eRω = g(τ, ω, e) + dωτ (72)

Rρ = 0 Rϕ = 0. (73)

Now that we possess all Hamiltonian vector fields, we are ready to compute the
Poisson brackets of the remaining constraints. First, we notice that

{Rτ , pϕξ } = 0 (74)

since pϕξ has trivial Hamiltonian vector fields along e or ω. Then, we compute

{Rτ , hϕλ} =

∫
Σ

−λenΠdϕ[τ, e]−
e

4
λen(Π,Π)[τ, e] +

λ

2
eΠ(Π, en)[τ, e]. (75)

Here, the last two terms are zero thanks to e[τ, e] = 0 (following from eτ = 0 in the
definition of S). For the term bracket, we have∫

Σ

−λenΠdϕ[τ, e] =
∫
Σ

−λΠdϕτ [en, e] (76)

=

∫
Σ

−λΠdϕτ(en, e) (77)

(50)
=

∫
Σ

−λΠ(e,Π)τ(en, e) (78)

=

∫
Σ

−λΠ(e,Π)en[τ, e] (79)

= 0, (80)

where we implemented the Leibniz identity for the squared brackets, the definition
of τ ∈ S and Proposition 71, thanks to the fact that there are no derivatives in the
integral20.

Finally, in order to complete the proof, we can simply exploit the linearity of
the Poisson brackets and recall the definition of the split introduced in Eq. (65)
together with the known results mentioned above. □

3.2. Yang–Mills field. In this section, we will examine the case of an SU(n)-
gauge-field21, namely a principal connection A of a principal SU(n)-bundle over
M denoted with P (see [Tec19b] Section 5). It follows that the space of gauge
fields is locally modelled on Ω1(M, su(n)), via the pull-backs along the sections of
G. In the Standard Model of particle physics, this kind of field is responsible for
the mediation of a variety of interactions, in particular, the Electroweak and the

18We compute the Hamiltonian vector fields in the following manner. Let X be the Hamiltonian
vector field of the functional F for the symplectic form ϖ, then it holds ιXϖ− δF = 0, where δF
is the functional derivative of F .

19Since τ is defined on S and the latter is defined making use of e, it follows that τ has a
non-trivial variation along e.

20Roughly speaking, we can “diagonalize” the vielbein.
21All the considerations below work with a general Lie algebra g.
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Strong interaction. Moreover, similarly to what we did in the previous section, we
associate to the gauge field22 A an independent field B ∈ Γ

(∧2V ⊗ su(n)
)
.

Hence, the Yang–Mills–Palatini–Cartan theory is defined by the following space
of fields

FA = Ω̃1,1 ×A(P )×A(G)× Γ
(∧2V ⊗ su(n)

)
∋ (e, ω,A,B), (81)

and the action functional

SA = SPC +

∫
M

1

4
e2Tr(BFA) +

1

46!
e4Tr(B,B), (82)

where Ω2(M, su(n)) ∋ FA = dA+ 1
2 [A,A] is the field strength, ( , ) is the canonical

pairing in
∧2 V and Tr: su(n) → R is the trace over the algebra.

The Euler-Lagrange equations are as follows

dωe = 0 (83)

e(Fω +Tr(BFA)) +
e3

6
(Λ +

1

2
Tr(B,B)) = 0 (84)

e2
(
FA +

1

2
(e2, B)

)
= 0 (85)

dA(e
2B) = 0, (86)

whereas the Noether 1-form becomes

α̃ =

∫
Σ

e2

2
δω +

e2

2
Tr(BδA). (87)

It follows that the pre-symplectic form of the theory is

ϖ̃ = δα̃ =

∫
Σ

eδeδω +Tr(eBδeδA) +
1

2
Tr(e2δBδA). (88)

This is a 2-form over the space of pre-boundary fields obtained as the pull-back of
bulk fields along i : Σ → M and denoted in this case as F̃A

Σ . Notice that, also in
this case, we refer to boundary fields with the same notation of bulk fields.

Theorem 40. The geometric phase space for the Yang–Mills–Palatini–Cartan the-
ory is the symplectic manifold (FA

Σ , ϖ) given by the following equivalence relations

on the space of pre-boundary fields F̃A
Σ

ω′ ∼ ω ⇐⇒ ω′ − ω ∈ KerW
Σ,(1,2)
1 (89)

B′ ∼ B ⇐⇒ B′ −B ∈ KerW
Σ,(0,2∗)
2 , (90)

where 2∗ indicates that the
∧2 V-algebra is tensored with su(n), and the symplectic

form

ϖ =

∫
Σ

eδeδ[ω] +
1

2
Tr(δ(e2[B])δA). (91)

We refer to these equivalence classes as A(i∗P )red and Γ
(∧2

i∗V ⊗ su(n)
)
red

.

Proof. See [CCF22]. □

Remark 41. In the context of the Yang–Mills–Palatini–Cartan theory, we can indeed
establish unique representatives for these equivalence classes. Subsequently, we
can proceed to formulate the constraints in a manner analogous to the approach
we previously employed in the preceding section. The representative for [ω] ∈
A(i∗P )red is already uniquely fixed thanks to equivalent considerations to the ones

22Note that we refer to both A and its pull-back as the gauge field.



SCALAR, SU(N), AND SPINOR FIELDS ON MANIFOLDS WITH NULL-BOUNDARY 19

articulated in the previous sections. Therefore, the structural and the degeneracy
constraints for the Yang–Mills–Palatini–Cartan theory readen(dωe− pT dωe) ∈ ImW

Σ,(1,1)
1

pT dωe = 0.
(92)

We are therefore left with the problem of the representative for [B] ∈ Γ
(∧2

i∗V⊗
su(n)

)
red

, which is determined by the following lemma.

Lemma 42. Let i∗g be degenerate. Then, given A ∈ A(i∗G), B ∈ Γ
(∧2

i∗V⊗su(n)
)

and en ∈ Ω0,1
Σ as in Lemma 22, the conditionsFA + 1

2 (e
2, B) = 0

pΩ0,1∗
e ∧WB = 0,

(93)

with Ωi,j∗e := Ωi
(
Σ,

∧j
e(TΣ) ⊗ su(n)

)
where W = e(Ker(i∗g)), uniquely define a

representative of the equivalence class [B] ∈ Γ
(∧2

i∗V ⊗ su(n)
)
red

.

Proof. We can decompose an element23 B ∈ Γ
(∧2

i∗V ⊗ su(n)
)
as24

B = baneaen +
1

2
babeaeb, (94)

with ban, bab ∈ Γ(su(n)) and a, b = 1, 2, 3. We notice that b = babeaeb ∈
Ker(W

Σ,(0,2∗)
2 ), since e2eaeb = 0 for all a, b = 1, 2, 3. This directly implies that

the components ban are already uniquely determined by the equivalence class
[B] and vice versa. Now, as we did in the proof of Lemma 37, we observe that
dim(Ker(i∗g)) = 1 and e is injective and, therefore, we have that W ⊂ e(TΣ) is a
1-dimensional subspace. Hence, for any open neighbourhood of e(TΣ), without loss
of generality, we can take as a basis of e(TΣ) the one given by the {e1, e2, e3} such
that e3 spans W . Then, since a basis of Ω0,1∗

e ∧W is given by {e1e3, e2e3}⊗ su(n),
we have that, similarly to the scalar case, we first notice that the field equations
imply the condition ιXFA = 0, with X ∈ Ker(i∗g). Moreover, the condition
pΩ0,1∗

e ∧WB = 0 implies that

2b[1ne3]n + b13 = 2b[2ne3]n + b23 = 0, (95)

where the square brackets in the indices denote the anti-symmetrization.
Next, consider the condition ιXFA = 0. Then, we can write

FA =
1

2
Fabe

a
i e
b
jdx

idxj =
1

2
F12dx

1dx2. (96)

Furthermore, similarly to the preceding case, we can write

2FA + (e2, B) = (97)

= Fijdx
idxj + (

1

2
eai e

b
jdx

idxjeaeb, b
cdeced + bcnecen) (98)

= Fabe
a
i e
b
jdx

idxj + bcdeai e
b
jgacgbddx

idxj + bcneai e
b
jgacgbndx

idxj (99)

= eai e
b
j(Fab + bcdgacgbd + bcngacgbn)dx

idxj = 0. (100)

23We can consider the basis for e(TΣ) given by the vielbein. See the proof of Lemma 37 for
more details.

24Apart from the wedge product, in order to lighten the notation, we also omit the tensor
product.
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We observe that, since the restricted inner product is non-degenerate, we have

Fab + bcdgacgbd + bcngacgbn = 0 (101)

and, given a, b, c, d ̸= 3, we can use the inverse metric to write

bcd = −(gacgbdFab + gbdgbnb
cn). (102)

This result together with Eq. (95) fixes uniquely the elements bab in terms of ban

(with a, b = 1, 2, 3). The completion of the proof follows from analogous consider-
ations to the ones of the scalar case in the previous section. □

We are now able to give the definition of the constraints of the theory.

Definition 43. Let c ∈ Ω0,2
Σ [1], µ ∈ C∞(Σ, g)[1], ξ ∈ X(Σ)[1], λ ∈ C∞(Σ)[1] and

τ ∈ S[1]. Moreover, let ρ = e2B ∈ Ω2,4∗
Σ . Then, we define the following functionals

Lc =

∫
Σ

cedωe (103)

Mµ =

∫
Σ

Tr(µdAρ) (104)

PAξ =

∫
Σ

1

2
ιξe

2Fω + ιξ(ω − ω0)edωe+
1

2
Tr(ιξρFA) (105)

+ Tr
(
ιξ(A−A0)dAρ

)
(106)

HA
λ =

∫
Σ

λen

(
eFω +

Λ

3!
e3 + eTr(BFA) +

1

2 · 3!
e3Tr(B,B)

)
(107)

Rτ =

∫
Σ

τdωe. (108)

We refer to these as the constraints of the Yang–Mills-Palatini–Cartan theory.

Theorem 44. Let i∗g be degenerate. Then the Poisson brackets of the constraints
of Definition 43 read

{Lc, Lc} = −1

2
L[c,c] {Mµ,Mµ} = −1

2
M[µ,µ]

{Lc, PAξ } = LLω0
ξ c {HA

λ , H
A
λ } ≈ 0

{Lc,Mµ} = 0 {Pξ,Mµ} =MLA0
ξ µ

{HA
λ ,Mµ} = 0 {Rτ ,Mµ} = 0

{Lc, Rτ} = −RpS [c,τ ] {PAξ , Rτ} = RpSLω0
ξ τ

{Rτ , HA
λ } ≈ Gλτ +KA

λτ {Rτ , Rτ} ≈ Fττ

{PAξ , PAξ } =
1

2
PA[ξ,ξ] −

1

2
LιξιξFω0

− 1

2
MιξιξFω0

{Lc, HA
λ } = −PAX(a) + LX(a)(ω−ω0)a −HA

X(n)

{PAξ , HA
λ } = PAY (a) − LY (a)(ω−ω0)a +HA

Y (n) ,

with X = [c, λen] and Y = Lω0

ξ (λen) and where the superscripts (a) and (n) de-

scribe their components with respect to ea, en. Furthermore, Fττ , Gλτ and KA
λτ are

functional of e, ω,A,B, τ and λ defined in the proof25 which are not proportional to
any other constraint.

25F and G are properly defined in [CCT21] (proof of Theorem 30).
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Proof. Similarly to the proof of Theorem 39, we will introduce now a split in some
of the constraints. In this case, we have

PAξ = Pξ + pAξ HA
λ = Hλ + hAλ . (109)

Moreover, from [CCT21] and [CCF22], we have knowledge of the following brackets

{Lc, Lc} = −1

2
L[c,c] {Lc, PAξ } = LLω0

ξ c

{PAξ , PAξ } =
1

2
PA[ξ,ξ] −

1

2
LιξιξFω0

{Lc, Rτ} = −RpS [c,τ ]

{Pξ, Rτ} = RpSLω0
ξ τ {Rτ , Hλ} ≈ Gλτ

{Rτ , Rτ} ≈ Fττ {HA
λ , H

A
λ } ≈ 0

{Mµ,Mµ} = −1

2
M[µ,µ] {Lc,Mµ} = 0

{PAξ ,Mµ} =MLA0
ξ µ

{Mµ, H
A
λ } = 0

{Lc, HA
λ } = −PAX(a) + LX(a)(ω−ω0)a −HA

X(n)

{Pξ, HA
λ } = PAY (a) − LY (a)(ω−ω0)a +HA

Y (n) ,

with F and G non-identically-vanishing functional of τ and λ defined in [CCT21]
(Theorem 30), X = [c, λen] and Y = Lω0

ξ (λen). We are thus left with computing
the remaining brackets.

Equivalently to the scalar case, the Hamiltonian vector fields for Rτ are given
by

eRe = [τ, e] eRω = g(τ, ω, e) + dωτ (110)

RA = 0 Rρ = 0, (111)

since in does not possess any variation along the gauge fields. We consider now the
variation

δMµ =

∫
Σ

Tr(µδ(dAρ)) =

∫
Σ

Tr(−µ([δA, ρ] + dA(δρ)) (112)

=

∫
Σ

Tr
(
[µ, ρ]δA+ dAµ δρ

)
, (113)

and therefore we obtain the following Hamiltonian vector fields

Me = 0 Mω = 0 (114)

Mρ = [µ, ρ] MA = dAµ. (115)

From [CCF22], for pAξ , we have

pAe = 0 pAω = 0 (116)

pAρ = −LA0

ξ ρ pAA = −LA0

ξ (A−A0)− ιξFA0
, (117)

whereas, for hAλ , the Hamiltonian vector fields read

hAe = 0 hAρ = dA(λeneB) (118)

hAA = λ(B, ene) ehAω = Tr
(
λenBFA + λen

e2

4
(B,B)− λeB(B, ene)

)
. (119)

Now, we are left with computing the Poisson brackets of the constraints for
{Rτ , hAλ }, {Rτ , pAξ } and {Rτ ,Mµ}. We start with noticing that

{Rτ , pAξ } = {Rτ ,Mµ} = 0 (120)
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since both pAξ and Mµ have vanishing Hamiltonian vector fields along e and ω.
Then, we are left with computing

{Rτ , hAλ } =

∫
Σ

Tr
(
λenBFAW

−1
1 [τ, e] + λen

e

4
(B,B)[τ, e] (121)

− λB(B, ene)[τ, e]
)
, (122)

where the second term is zero because of e[τ, e] = 0 and the first and third terms
in general do not vanish. In fact, we have

{Rτ , hAλ } = (123)

=

∫
Σ

Tr
(
λenBFAW

−1
1 [τ, e]− λB(B, ene)[τ, e]

)
(124)

=

∫
Σ

Tr
(λen

2
B(B, e2)− λB(B, ene)e

)
W−1

1 [τ, e] (125)

=

∫
Σ

Tr

(
λB

(en
2
(B, e2)− (B, ene)e

))
W−1

1 [τ, e] (126)

≈ : KA
λτ , (127)

where W−1
1 : Ω2,2

Σ → Ω1,1
Σ indicates the inverse of the map W

Σ,(1,1)
1 and the symbol

≈ : means that we are defining the quantity KA
λτ on the constraint submanifold.

Then, thanks to Corollary 12 of [CCT21], we can write the explicit form of KA
λτ

by means of the independent components X and Y of τ , defined in Proposition 8
of[CCT21]. Hence, we define KA

λτ as

KA
λτ =

∫
Σ

Tr

(
λ
(1
2

( 2∑
µ=1

YµCµµ −
2∑

µ1 ̸=µ2=1

X µ2
µ1

Cµ1
µ2

)
(128)

−
( 2∑
µ=1

YµDµ
µ −

2∑
µ1 ̸=µ2=1

X µ2
µ1

Dµ1
µ2

)))
, (129)

where Cρσ := (Bρ3 −Bρ4)(B, e2)3σ and Dρ
σ := (Bρ3 −Bρ4)(B, ene)σ.

Therefore, thanks to the linearity of the Poisson brackets together with the
known results, this completes the proof. □

3.3. Spinor field. The concept of a spinor field is central in mathematical physics.
The idea of a spinor field is funded on the definition a particular subalgebra of the
tensor algebra over a vector space, called the Clifford algebra. In the following, we
will recall the basic and fundamental results about the structure of these algebras
in order to be able to write the Palatini–Cartan theory coupled with a Dirac spinor.

Definition 45. Let, V be a vector space over K = R,C and g : V × V → K be a
symmetric bilinear form.26 Moreover, let Ig be the two sided ideal in the tensor
graded algebra T (V ) of V generated by

{v ⊗ v + g(v, v)1, v ∈ V }, (130)

where 1 ∈ T (V ) is the unit element. Then, we define the Clifford algebra Cl(V, g)
as the filtered algebra given by the quotient

Cl(V, g) :=
T (V )

Ig
. (131)

26We call this space a quadratic vector space.
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Remark 46. The general definition of a Clifford algebra is given by means of a
universal property in the category of unital associative algebras. One can recover
Definition 45 by building a functor between the category of vector spaces endowed
with a symmetric bilinear form and the category of unital associative algebras.
Then, the universal property guarantees that morphisms extend uniquely to Clifford
algebras homomorphisms.

In the following, we will state some results which are well-known facts in the
literature. They will serve as a basis in order to build the theory of spin coframes,
which can be regarded as a sort of generalization of the vielbein and the coframe
formalism. We refer to [Wer19], [Fat18] and references therein for the proofs of
these results as well as more details.

Definition 47. Let V be a quadratic vector space on R and let (p, q) be the
signature of g. Moreover, let Cl+(V, g) := Cl0 ⊕ Cl2 ⊕ Cl4 ⊕ ... be the subalgebra
defined by the even grading. We define the group Pinp,q ⊂ Cl(V, g) as the subgroup
of the group of units in Cl(V, g) generated by v ∈ V such that |g(v, v)| = 1.
Then, we defined the group Spinp,q as the subgroup of Pinp,q given by

Spinp,q := Pinp,q ∩ Cl+(V, g). (132)

Proposition 48. Let V be a quadratic vector space on R and let (p, q) be the sig-
nature of g. Moreover, let ρ : Spinp,q → GL

(
spinp,q

)
be the adjoint representation.

Then, we have the following:

– spinp,q ⊂ Cl(V, g);

– The map ρ acts as SO(p, q) on V 27 (or, for its complexification, as SO(n)×
U(1) with n = p+ q);

– The map ρ defines a covering map28 ρ : Spinp,q → SO(p, q).

Furthermore, the group Spinp,q is simply connected and it is the universal cover of
SO(p, q). Therefore, in particular, Spin3,1

∼= SL(2,C).

Definition 49. Let P̂ be a principal Spinp,q-bundle on M and LM the frame bun-

dle. Then, we define the spin map E : P̂ → LM as the principal bundle morphism
such that the following diagram commutes

P̂ LM

P

M

p̂

E

ρ

π

p

e

where ρ : P̂ → P denotes the bundle morphism induced by the covering map of
Proposition 48 and e the vielbein of Definition 1.

The following result will be a particular example of the broader spectrum of the
classification of Clifford algebras. In a nutshell, they exhibit a 2-periodicity in the
complex case and a 8-periodicity in the real case.

Theorem 50. Let V be a 4-dimensional quadratic vector space on K and, in par-
ticular, if K = R, let (p, q) = (3, 1). Furthermore, let M4×4(K)Cl denote the algebra

27Here, we regard V as a first grade subspace of the Clifford algebra.
28By abuse of notation, we denote the covering map and the adjoint representation in the same

manner.
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of 4 × 4 matrices on K endowed with the Clifford structure. Then, we have the
following isomorphism

λ : Cl(V, g) → M4×4(K)Cl. (133)

Remark 51. If we consider the complexification of the algebra spinC
3,1, as a conse-

quence of Theorem 50, the adjoint representation ρ : Spin3,1 → GL
(
spinC

3,1

)
can be

regarded as acting on M4×4(C)Cl, since spinp,q ⊂ Cl(V, g). Moreover, we know by
Proposition 48 that ρ acts as SO(3, 1) on V . Hence, this statement takes the form

ρS(γ
a) = SγaS−1 = Λabγ

b, (134)

where S ∈ λ
(
Spin3,1

)
and Λ ∈ SO(3, 1) is the matrix associated to S under the

covering map with a, b = 1, 2, 3, 4. In other words, the complexified algebra of the
spin group, where the adjoint representation acts, can be expressed in terms of
γ-matrices, which can be also labeled according to a basis of V , i.e. γ = γava ∈
V ⊗M4×4(C)Cl, such that the Clifford relation reads

{γa, γb} = −2ηab14×4, (135)

where the brackets denote the anti-commutators.
Furthermore, if we denote with f : SO(3, 1) → Aut(V ) the fundamental representa-
tion of SO(3, 1), by composition with the adjoint representation of Spin3,1, we can

construct the Minkowski bundle as the associated vector bundle to P̂ under the
composition, i.e.

V := P̂ ×f◦ρ V. (136)

Note that the isomorphism of Theorem 50 defines a representation of the com-
plexified group SpinC

3,1 on C4. This representation is called the γ-representation and

it corresponds to the representation ( 12 , 0)⊕ (0, 12 ) of SL(2,C) (thanks to the group
isomorphism Spin3,1

∼= SL(2,C)). This fact allows to have the following definition.

Definition 52. Let γ : SpinC
3,1 → Aut(C4) be the γ-representation of the spin

group. Then, we define the spinor bundle as the associated vector bundle to P̂
under γ, namely

S := P̂ ×γ C4. (137)

We define a spinor field29 as a section of the odd-bundle ΠS, where Π indicates the
parity reversal operation30.

Remark 53. Notice that, in this context, we can regard the γ-matrices as elements
γ ∈ Γ

(
V ⊗ End(ΠS)

)
. Note also that, by construction, the parity of a spinor field

ψ ∈ Γ(ΠS) is given by |ψ| = 1.

Proposition 54. Given a real vector space V and the isomorphism so(3, 1) ∼=
∧2

V ,
we have the following algebra isomorphism

dρ : spin3,1 →
2∧
V, (138)

which is given by

dρ−1(v ∧ w) = −1

4
[ṽ, w̃], (139)

29In our case, we will only deal with Dirac spinors. Therefore, the term “spinor” refers uniquely
to a Dirac one. In a more general setting, we must slightly generalize our definition in order to
include other spin structures.

30Parity inversion is fundamental since we want spinors to be Grassmannian/odd quantities.
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where v, w ∈ V , ṽ, w̃ ∈ spin3,1 and ρ : Spin3,1 → GL
(
spin3,1

)
is the adjoint repre-

sentation.

If we consider the complexified Lie algebra spinC
3,1 and the isomorphism of Propo-

sition 54, we can build a covariant derivative for spinor fields in terms of local
connections in Ω1,2. Explicitly, it reads

dωψ = dψ + [ω, ψ] = dψ − 1

4
ωabγaγbψ. (140)

We define the covariant derivative for the conjugate of ψ such that dωψ = dωψ.
Therefore, we have

dωψ = dψ + [ω, ψ] = dψ − 1

4
ωabψγaγb. (141)

By Remark 53, we can extend the definition of the covariant derivative also to
the γ-matrices. It follows the upcoming lemma.

Lemma 55. Let γ ∈ Γ
(
V ⊗ End(ΠS)

)
. Then, it holds

dωγ = 0. (142)

Proof. See [CCF22]. □

The space of fields of the Spinor–Palatini–Cartan theory is given by31

Fψ = Ω̃1,1 ×A(P )× Γ(ΠS)× Γ(ΠS̄) ∋ (e, ω, ψ, ψ), (143)

whereas the action functional reads

Sψ = SPC +

∫
M

i

12
e3(ψγdωψ − dωψγψ). (144)

It follows that the field equations are the following Euler-Lagrange equations for
the action Sψ

eFω +
i

4
e2(ψγdωψ − dωψγψ) = 0 (145)

edωe+
i

6
(ψγ[e3, ψ]− [e3, ψ]γψ) = 0 (146)

e3

6
γdωψ − 1

12
dωe

3γψ = 0 (147)

e3

6
dωψγ +

1

12
dωe

3ψγ = 0, (148)

where we define, for X ∈ Γ(V) and α ∈ Ωr,kΣ , the contraction

ιXα :=
ηab

(k − 1)!
Xaαbi2···ikvi2 ∧ · · · ∧ vik (149)

and consequently, for χ ∈ Ωi,jΣ , the brackets[χ, ψ] := 1
4(j−1) ιγιγχψ

[χ, ψ] := − (−1)|χ||ψ|

4(j−1) ψιγιγχ,
(150)

where |χ| is the parity of χ and |ψ| the parity of ψ.

Similar to the preceding sections, the space of pre-boundary fields F̃ψ
Σ , as defined

in Definition 17 for the Palatini–Cartan theory, can be established by pulling back
the fields to the boundary Σ. Furthermore, we will keep denoting the fields on the
boundary in the same way as those in the bulk.

As outlined in [CCF22], we can now define the geometric phase space of the
theory through a reduction using the kernel of the pre-symplectic form.

31Where S̄ is simply given by the conjugate representation γ̄.
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Theorem 56. The geometric phase space for the Spinor–Palatini–Cartan theory

is the symplectic manifold (Fψ
Σ , ϖ) given by the following equivalence relations on

the space of pre-boundary fields F̃ψ
Σ

ω′ ∼ ω ⇐⇒ ω′ − ω ∈ KerW
Σ,(1,2)
1 (151)

and the symplectic form

ϖ =

∫
Σ

eδeδω + i
e2

4

(
ψγδψ − δψγψ

)
δe+ i

e3

3!
δψγδψ. (152)

We denote this equivalence class as A(i∗P )red.

Proof. See [CCF22]. □

Remark 57. Likewise the preceding cases, we notice that the equivalence class of ω,
defining the geometric phase space, remains equal to the Palatini–Cartan theory.
In fact, similarly to the previous couplings, this can be seen as a consequence of
the fact that the symplectic form does not have any other piece along ω, but the
one equal to the Palatini–Cartan case.

Remark 58. In the case at hand, the field equations see a substantial difference.
Namely, the Levi-Civita (or torsion-free) condition edωe = 0 no longer holds. In-
deed, the Lagrangian of the theory couples the connection with the spinor. There-
fore, the structural and the degeneracy constraints take the formen(αψ − pT αψ) ∈ ImW

Σ,(1,1)
1

pT αψ = 0.
(153)

with

αψ := dωe+
i

4
(ψγ[e2, ψ]− [e2, ψ]γψ). (154)

The following proposition will ensure that, although the form of αψ is sensibly
different from the preceding cases, the form of the functional Rψτ will coincide with
the one of the Palatini–Cartan theory.

Proposition 59. Let τ ∈ S. Then, we have the following identity

τ(ψγ[e2, ψ]− [e2, ψ]γψ) = 0. (155)

Proof. The proof comes by applying twice Lemma 74. Therefore, by means of
Proposition 70, we have

τ(ψγ[e2, ψ]− [e2, ψ]γψ) = enβ(ψγ[e
2, ψ]− [e2, ψ]γψ) (156)

= ene
2(ψγ[β, ψ]− [β, ψ]γψ) (157)

= eβ(ψγ[ene, ψ]− [ene, ψ]γψ) (158)

= 0, (159)

since β ∈ KerW
Σ,(1,2)
1 . □

We are now able to properly give the constraints of the theory.
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Definition 60. Let c ∈ Ω0,2
Σ [1], ξ ∈ X(Σ)[1], λ ∈ C∞(Σ)[1] and τ ∈ S[1]. Then,

we define the following functionals

Lψc =

∫
Σ

cedωe− i
e3

2 · 3!
(
[c, ψ]γψ − ψγ[c, ψ]

)
(160)

Pψξ =

∫
Σ

1

2
ιξ(e

2)Fω + ιξ(ω − ω0)edωe− i
e3

2 · 3!

(
ψγLω0

ξ (ψ)− Lω0

ξ (ψ)γψ
)

(161)

Hψ
λ =

∫
Σ

λen

(
eFω +

Λ

3!
e3 + i

e2

4

(
ψγdωψ − dωψγψ

) )
(162)

Rψτ =

∫
Σ

τdωe. (163)

We refer to these as the constraints of the Spinor–Palatini–Cartan (degenerate)
theory.

Theorem 61. Let i∗g be degenerate. Then, the Poisson brackets of the constraints
of Definition 60 read

{Lψc , Lψc } = −1

2
L[c,c] {Pψξ , P

ψ
ξ } =

1

2
Pψ[ξ,ξ] −

1

2
LιξιξFω0

{Lψc , P
ψ
ξ } = LψLω0

ξ c
{Hψ

λ , H
ψ
λ } ≈ 0

{Lψc , Rψτ } = −RψpS [c,τ ] {Rψτ , P
ψ
ξ } = Rψ

pSLω0
ξ τ

{Rψτ , H
ψ
λ } ≈ Gλτ +Kψ

λτ {Rψτ , Rψτ } ≈ Fττ

{Lψc , H
ψ
λ } = −Pψ

X(a) + Lψ
X(a)(ω−ω0)a

−Hψ
X(n)

{Pψξ , H
ψ
λ } = Pψ

Y (a) − Lψ
Y (a)(ω−ω0)a

+Hψ
Y (n) ,

with X = [c, λen], Y = Lω0

ξ (λen) and where the superscripts (a) and (n) describe

their components with respect to ea, en. Furthermore, Fττ , Gλτ and Kψ
λτ are func-

tionals of e, ω, ψ, ψ, τ and λ defined in the proof which are not proportional to any
other constraint.

Proof. First, we notice that the contraction of the symplectic form with a vector

field X ∈ X(Fψ
Σ ) is given by

ιXϖ =

∫
Σ

eXeδω +

[
eXω +

i

4
e2(ψγXψ − Xψγψ)

]
δe (164)

+ iδψ

(
−e

2

4
γψXe +

e3

3!
γXψ

)
+ i

(
e2

4
ψγXe +

e3

3!
Xψγ

)
δψ. (165)

Then, we start giving the Hamiltonian vector fields of the constraints. For Lψc and

Pψξ , from [CCF22], we have

Lψe = [c, e] Lψψ = [c, ψ] (166)

Lψω = dωc Lψ
ψ
= [c, ψ] (167)

Pψe = −Lω0

ξ e Pψψ = −Lω0

ξ (ψ) (168)

Pψω = −Lω0

ξ (ω − ω0)− ιξFω0 Pψ
ψ
= −Lω0

ξ (ψ). (169)
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Whereas, for Hψ
λ , we have

Hψe = dω(λen) + λσ +
i

4
λψ (ιγιγeneγ − γιγιγene)ψ (170)

eHψω = λen

(
Fω +

Λ

2
e2
)
− i

λen
4
e(ψγdωψ − dωψγψ) (171)

e3

3!
γHψψ =

λen
2
e2γdωψ − λen

4
edωeγψ (172)

+
i

64
λe

[
ψ
(
ιγιγ(ene

2)γ − γιγιγ(ene
2)
)
ψ
]
γψ (173)

e3

3!
Hψ
ψ
γ =

λen
2
e2dωψγ +

λen
4
edωeψγ (174)

− i

64
λeψγ

[
ψ
(
ιγιγ(ene

2)γ − γιγιγ(ene
2)
)
ψ
]
, (175)

where σ ∈ Ω1,1
Σ . Lastly, the Hamiltonian vector fields of Rψτ , are given by

eRψe = [τ, e] (176)

eRψω =
δτ

δe
dωe+ dωτ (177)

Rψψ = Rψ
ψ
= 0, (178)

since they coincide with the ones of the Palatini–Cartan theory of Definition 31.
Notice that, instead of using the function g = g(τ, e, ω), we preferred expressing the

variation of τ with respect to e by means of the functional derivative
δτ

δe
. However,

we have the relation

g(τ, e, ω) =
δτ

δe
dωe. (179)

Now, we are ready to compute the Poisson brackets of the constraints. From
[CCF22], we have already knowledge of the following Poisson brackets

{Pψξ , P
ψ
ξ } =

1

2
Pψ[ξ,ξ] −

1

2
LψιξιξFω0

{Hψ
λ , H

ψ
λ } = 0 (180)

{Lψc , P
ψ
ξ } = LψLω0

ξ c
{Lψc , Lψc } = −1

2
Lψ[c,c] (181)

{Lψc , H
ψ
λ } = −Pψ

X(a) + Lψ
X(a)(ω−ω0)a

−Hψ
X(n) (182)

{Pψξ , H
ψ
λ } = Pψ

Y (a) − Lψ
Y (a)(ω−ω0)a

+Hψ
Y (n) , (183)

with X = [c, λen] and Y = Lω0

ξ (λen) as above. Therefore, we are left with comput-
ing the remaining constraints. First, we notice that

{Rψτ , Lψc } = {Rτ , Lc} = −RpS [c,τ ] = −RψpS [c,τ ]. (184)

Similarly, we can also compute the bracket

{Rψτ , P
ψ
ξ } = {Rτ , Pξ} = RpSLω0

ξ τ = Rψ
pSLω0

ξ τ
. (185)

Now, we move on to compute the brackets {Rψτ , Rψτ } and {Rψτ , H
ψ
λ }. The first

bracket is simply given by

{Rψτ , Rψτ } = {Rτ , Rτ} ≈ Fττ (186)

with Fττ defined in Theorem 30 of [CCT21] and which is in general non-vanishing
on the constraint submanifold. Whereas, for the second one, we obtain
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{Rψτ , H
ψ
λ } =

∫
Σ

(
en
δβ

δe
dωe+ dω(enβ)

)(
dω(λen) + λσ (187)

− iλ(ψγ[ene, ψ]− [ene, ψ]γψ)
)

(188)

+W−1
1 [enβ, e]

(
λen(Fω +

Λ

2
e2) (189)

− i

4
λene(ψγdωψ − dωψγψ)

)
(190)

≈
∫
Σ

−iλβdωen(ψγ[ene, ψ]− [ene, ψ]γψ) (191)

− i

4
[enβ, e]λen(ψγdωψ − dωψγψ) (192)

+Gλτ , (193)

where, in the last passage, we used Lemma 74 and the fact that e2n = 0. Moreover,
the quantity Gλτ and the map W−1

1 are defined respectively in Theorem 30 of
[CCT21] and in the proof of Theorem 44. Now, we can notice that, thanks to
Lemma 74, we can write

λβdωen(ψγ[ene, ψ]− [ene, ψ]γψ) = (194)

= λenedωen(ψγ[β, ψ]− [β, ψ]γψ) (195)

= λeβ(ψγ[endωen, ψ]− [endωen, ψ]γψ) (196)

= 0, (197)

obtaining

{Rψτ , H
ψ
λ } ≈ Gλτ −

∫
Σ

i

4
[enβ, e]λen(ψγdωψ − dωψγψ). (198)

Finally, we can write the integral as

{Rψτ , H
ψ
λ } ≈ Gλτ −

∫
Σ

i

4
λτ [en, ê](ψγdωψ − dωψγψ), (199)

where we implemented again Proposition 70 and also the relation32

en[τ, e] = τ [en, ê] (200)

with ê defined as ê := e− ẽ (see Eq. (22)). More specifically, using the definition of
the independent components of τ , as we did in the proof of Theorem 44, we have

{Rψτ , H
ψ
λ } ≈ Gλτ +Kψ

λτ , (201)

with

Kψ
λτ := −

∫
Σ

iλ
( 2∑
µ=1

Yµ
(
ĝndωJψ

)3µ
µ

+

2∑
µ1 ̸=µ2=1

X µ2
µ1

(
ĝndωJψ

)µ1

3µ2

)
, (202)

where ĝn := [en, ê] ∈ Ω1,0
Σ and dωJψ := dω(ψγψ) ∈ Ω1,1

Σ .
This final result completes the proof. □

32It simply comes from the definition of S.
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4. First and second class constraints

In [CCT21], a study of first- and second-class constrains has been presented. In
the following section, we will recall the main results and adapt them to the present
analysis.

Definition 62. Consider a symplectic manifold F and a set of smooth maps ϕi ∈
C∞(F) defined on it. Let Cij = {ϕi, ϕj} represent the matrix of Poisson brackets
associated with these maps. The count of second-class maps in the set corresponds
to the rank of the matrix Cij evaluated at the zero locus defined by the ϕis

33. In
particular, if Cij ≈ 0, we categorize all the maps as first-class.

Proposition 63. Let F be a symplectic manifold and let ψi, ϕj ∈ C∞(F), where
i = 1 . . . n and j = 1 . . .m. Moreover, denote with Cjj′ , Bij and Dii′ the matrices
representing, respectively, the Poisson brackets {ϕj , ϕj′}, {ψi, ϕj} and {ψi, ψi′},
with i, i′ = 1 . . . n and j, j′ = 1 . . .m. Then, if D is invertible and C = −BTD−1B,
the number of second-class constraints is n, i.e. the rank of the matrix D.

Proof. See [CCT21]. □

Theorem 64. Let the symbol • be such that • = ϕ,A, ψ. Then, the constraints
L•
c , P

•
ξ , H

•
λ and R•

τ do not form a first class system. In particular, Rτ is a second
class constraint.

Proof. The proof follows verbatim the one of [CCT21]. □

We can now determine the degrees of freedom of the reduced phase space. Let r
denote the number of degrees of freedom in the reduced phase space, p the number
of degrees of freedom in the geometric phase space, f the number of first-class
constraints, and s the number of second-class constraints. The relationship among
them is given by34

r = p− 2f − s. (203)

For all the possible couplings, it follows that we obtain the same result of the
Palatini–Cartan theory, i.e.,

r = 2. (204)

Remark 65. We notice that in the non-degenerate case we would obtain r = 4. This
reflects the existence of the constraint R•

τ , which has been proven giving rise to a
second-class system. We recall that such a constraint was implied by the geometry
of the theory. In particular, together with some additional condition, it ensured
the possibility of uniquely fixing a representative of the equivalence class of ω. In
fact, on a null-boundary, the space T defined in Definition 21 is non-trivial.
In physics, it is well-known that GR carries four local degrees of freedom.35 How-
ever, the constraint analysis of the degenerate theory sheds light of the fact that
these local degrees of freedom, in the case of manifolds with a null-boundary, are
reduced to only two. This fact has important implications regarding the study of
black-holes, since the event horizon is a null-hypersurface.

33We assume the rank to be constant on the zero locus.
34The proof of this formula is contained in [HT92].
35Notice that sometimes the literature reports only two degrees of freedom. This is simply a

consequence of considering the dimension of the phase space or just the one of the base manifold.
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Appendix

Lemma 66. Let en ∈ Ω0,1
Σ be as in Lemma 22 and α ∈ Ω2,1

Σ . Then, we have

α = 0

if and only if {
α ∈ KerW

Σ,(2,1)
1

enα ∈ ImW
Σ,(1,1)
1 .

(205)

Proof. See [CCS21a]. □

Corollary 67. Let en ∈ Ω0,1
Σ be as in Lemma 22 and γ ∈ Ω2,2

Σ . Then, we have the
unique decomposition

γ = eσ + enα, (206)

with σ ∈ Ω1,1
Σ and α ∈ KerW

Σ,(2,1)
1 .

Proof. We define the map

W
n,Σ,(i,j)
1 : Ωi,jΣ → Ωi,j+1

Σ (207)

κ 7→ enκ. (208)

From Lemma 66, we know that the mapW
n,Σ,(2,1)
1 |

KerW
Σ,(2,1)
1

is injective36, whereas,

the proof of the injectivity of W
Σ,(1,1)
1 is given in [Can21]. Moreover, Lemma 66

basically states that the intersection ImW
Σ,(1,1)
1 ∩ ImW

n,Σ,(2,1)
1 |

KerW
Σ,(2,1)
1

is trivial.

We then have

dim(ImW
Σ,(1,1)
1 ) = dim(Ω1,1

Σ ) = 12 (209)

and

dim(ImW
n,Σ,(2,1)
1 |

KerW
Σ,(2,1)
1

) = dim(KerW
Σ,(2,1)
1 ) = 6, (210)

since we know from [Can21] that W
Σ,(2,1)
1 is surjective. Given that

dim(Ω2,2
Σ ) = 18, (211)

it follows the statement. □

Lemma 68. Let en ∈ Ω0,1
Σ be as in Lemma 22 and v ∈ Ω1,2

Σ . Then, we have

v = 0 (212)

if and only if {
v ∈ KerW

Σ,(1,2)
1

env ∈ ImW
Σ,(0,2)
1 .

(213)

Proof. This statement is the precise analogous of Lemma 66 and the proof follows

verbatim upon the substitution W
Σ,(1,1)
1 →W

Σ,(0,2)
1 . □

Corollary 69. Let en ∈ Ω0,1
Σ be as in Lemma 22 and θ ∈ Ω1,3

Σ . Then, we have the
unique decomposition

θ = ec+ enβ, (214)

with c ∈ Ω0,2
Σ and β ∈ KerW

Σ,(1,2)
1 .

36It is easy to see by setting enα = 0.
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Proof. Given the map W
n,Σ,(1,2)
1 defined in Corollary 67, from Lemma 68, we know

that the map W
n,Σ,(1,2)
1 |

KerW
Σ,(1,2)
1

is injective, whereas, the proof of the injectivity

of W
Σ,(0,2)
1 is given in [Can21]. Moreover, Lemma 68 basically states that the

intersection ImW
Σ,(0,2)
1 ∩ ImW

n,Σ,(1,2)
1 |

KerW
Σ,(1,2)
1

is trivial. We then have

dim(ImW
Σ,(0,2)
1 ) = dim(Ω0,2

Σ ) = 6 (215)

and

dim(ImW
n,Σ,(1,2)
1 |

KerW
Σ,(1,2)
1

) = dim(KerW
Σ,(1,2)
1 ) = 6, (216)

since we know from [Can21] that W
Σ,(1,2)
1 is surjective. Given that

dim(Ω1,3
Σ ) = 12, (217)

it follows the statement. □

Proposition 70. Let τ ∈ S. Then, τ = enβ with β ∈ Ω1,2
Σ [1] such that enβ ∈

Kerϱ̃1,3 and en defined as above.

Proof. From Lemma 23, in particular, we have that

pT α = 0 =⇒
∫
Σ

τα = 0 ∀τ ∈ S, (218)

for α ∈ Ω2,1
Σ . Now, consider an α ∈ Ω2,1

Σ such that pT α = 0 holds together with

the structural constraint en(α − pT α) = eσ (notice that this subset of Ω2,1
Σ is in

general non-trivial because we do not require the condition α ∈ KerW
Σ,(2,1)
1 as in

Lemma 22), then it follows that∫
Σ

τα =

∫
Σ

ecα+ enβα =

∫
Σ

ecpT Cα+ βeσ =

∫
Σ

ecpT Cα, (219)

where pT C is the projection onto a complement of T . Since the right hand side of

(218) must hold for all τ ∈ S, if the intersection S ∩ ImW
Σ,(0,2)
1 were not trivial,

we would have an absurdum. This implies c ∈ KerW
Σ,(0,2)
1 for all τ ∈ S, which,

thanks to the injectivity of W
Σ,(0,2)
1 , is equivalent to c = 0.

Lastly, the fact that enβ ∈ Kerϱ̃1,3 follows immediately from the definition of
S. □

Proposition 71. Let τ ∈ S and e be a diagonal degenerate boundary vielbein, i.e.
e∗η = i∗g̃ with η = diag(1, 1, 1− 1) and i∗g̃ = diag(1, 1, 0). Then, we have

en[τ, e] = 0. (220)

Proof. Given a = 1, 2, 3, 4 and let µ = 1, 2,+ be the coordinates on the boundary
Σ such that we can write the diagonal degenerate boundary vielbein e as

êa =

{
ea1 = δa1
ea2 = δa2

(221)

ea+ = δa3 − δa4 (222)

ean = δa3 + δa4 . (223)
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Then, the definition of τ ∈ S implies the following relations

τabc+ = 0 ∀a, b, c (224)

τ123µ = 0 µ = 1, 2 (225)

τ124µ = 0 µ = 1, 2 (226)

τ2341 = τ1342 (227)

τ1341 = −τ2342 . (228)

The proof follows simply by computing en[τ, e] in components implementing the
explicit form of the diagonal vielbein above37. □

Lemma 72. Let38 A ∈ Ωk,iΣ with 2 ≤ i ≤ 4. Then, it holds

γιγιγA = (−1)|A|(ιγιγAγ + 4(i− 1)[γ,A]). (229)

Proof.

γιγιγA = (i− 2)!γaγbγcvaιvbιvcA (230)

= −(i− 2)!(γbγaγc + 2ηabγc)vaιvbιvcA (231)

= −(i− 2)!(−γbγcγa + 4ηabγc)vaιvbιvcA (232)

= (−1)|A|(ιγιγAγ + 4(i− 1)[γ,A]). (233)

□

Remark 73. This lemma introduces a relation between the action of the brackets
over the Clifford algebra and V-algebra. In particular, it is consistent a triviality
condition on the bracket in the Clifford algebra, i.e.

[A,ψγψ] = (−1)|A|ψ[A, γ]Vψ = ψγ[A,ψ]Cl + [ψ,A]Clγψ, (234)

where we occasionally added some redundancy with the labels of the specific alge-
bras, even if we will not use them in general.

Lemma 74. Given A ∈ Ωk,iΣ and B ∈ Ωl,jΣ with i, j = 2, 3 such that i+ j < 6, then
we have

B(ψγ[A,ψ]− [A,ψ]γψ) = (−1)|A||B|A(ψγ[B,ψ]− [B,ψ]γψ). (235)

Proof. The proof goes by direct computation of

BγιγιγA = Bγγaγb[va, [vb, A]] (236)

= (−1)|B|([va, B]γ + (−1)|B|Bγa)γ
aγb[vb, A] (237)

= (−1)|B|([va, B]γγa − 4(−1)|B|B)γb[vb, A] (238)

= −
(
[vb, [va, A]]γγ

aγb − (−1)|B|([va, B]γbγ
aγb + 4[γ,B])

)
A (239)

= −(−(−1)|B|γιγιγB − 6(−1)|B|ιγB)A (240)

= (−1)|B|(−1)|A|(|B|+1)A(γιγιγB + 6ιγB) (241)

37We refer to [Tec19a] for further details about this kind of computations.
38Notice that this may be also a shifted variable, like τ for example.
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and

BιγιγAγ = (−1)|A||B|γaγb[va, [vb, A]]Bγ (242)

= (−1)|A||B|(−1)|Aγaγb[vb, A]([va, B]γ + (−1)|B|γaB) (243)

= −(−1)|A||B|Aγaγb
(
[vb, [va, B]]γ − (−1)|B|([va, B]γb − γa[vb, B])

)
(244)

= −(−1)|A||B|A
(
− ιγιγBγ + (−1)|B|(4[γ,B] + γaγbγa[vb, B])

)
(245)

= (−1)|A||B|A(ιγιγBγ − (−1)|B|6ιγB). (246)

Then, we can conclude the proof by considering the four possible parities of A and
B. □
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