NOTES ON WEYL ALGEBRAS AND D-MODULES
MARKUS BRODMANN

ABSTRACT. Weyl algebras, sometimes called algebras of differential operators, are a
fascinating and important subject, which relates Non-Commutative and Commutative
Algebra, Algebraic Geometry and Analysis in very appealing way. The theory of modules
over Weyl algebras, sometimes called D-modules, finds application in the theory of partial
differential equations, and thus has a great impact to many fields of Mathematics. In our
course, we shall give a short introduction to the subject, using only prerequisites from
Linear Algebra, Basic Abstract Algebra, and Basic Commutative Algebra. In addition,
in the last two sections, we present a few recent results.

1. INTRODUCTION

The present notes base on two short courses:

(1) Introduction to Weyl Algebras: 5 Twin Lessons, Thai Nguyen University of Science
TNUS (Thai Nguyen, Vietnam), November 1 - 10, 2013.

(2) Weyl Algebras, Universal Grébner Bases, Filtration Deformations and Character-
istic Varieties of D-Modules: 4 Twin Lessons, Vietnam Institute for Advanced
Study in Mathematics VIASM (Hanoi, Vietnam), November 12 - 26, 2013.

They were also the base for a third course:

(3) Introduction to Weyl Algebras and D-Modules: 4 Lessons and 2 Tutorial Sessions,
”Workshop on Local Cohomology”, St. Joseph’s College Irinjalakuda, Kerala (In-
dia), June 20 - July 2, 2016.

These notes aim to give an approach to Boldini’s stability and deformation results
for characteristic varieties [11], [12] and to the bounding result [16] for the degrees of
defining equations of characteristic varieties, including a self-contained introduction to
the needed background on Weyl Algebras and D-modules. In particular, these notes
should not be understood as an independent or complete introduction to the field of Weyl
algebras and D-modules, which could replace one of the existing textbooks or mono-
graphs like [9], [8], [13], [24], [29], [37] or [38]: Too many core subjects are not treated at
all or only marginally in these notes, as they are not needed on the way to our final results.

So, a few basic topics which are lacking in these notes — and which ought to be consid-
ered as indispensable in a complete introduction to the field — are:
- a systematic study of Bernstein’s Inequality and holonomic D-modules (we treat these
subjects only briefly in Exercise and Remark 14.3),
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- Bernstein’s result on singularities of generalized I'-functions and Bernstein-Sato poly-
nomials,

- weighted filtrations with negative weights,

- the sheaf theoretic and cohomological aspect,

- the analytic aspect.

Another subject which is not treated in our notes are Lyubeznik’s finiteness results
for local cohomology modules of regular local rings in characteristic 0 (see [33] and also
[34]), which brought a break-through in Commutative Algebra, as they base on the use

of (holonomic) D-modules — and hence present a very important link between these two
fields.

These notes are divided up in 14 Sections:

— 1. Introduction

— 2. Filtered Algebras

— 3. Associated Graded Rings

— 4. Derwations

— 5. Weyl Algebras

— 6. Arithmetic in Weyl Algebras

— 7. The Standard Basis

— 8. Weighted Degrees and Filtrations
— 9. Weighted Associated Graded Rings
— 10. Filtered Modules

— 11. D-Modules

— 12. Grébner Bases

— 13. Weighted Orderings

— 14. Standard Degree and Hilbert Polynomials

Sections 1 - 9 were the subject of the introductory course (1) at TNUS. In our course
(2) at the VIASM we gave an account on all 14 sections, and discussed a few applications
(to the Gelfand-Kirillow dimension of D-modules for example), which are not contained
in these notes. In the course (3) at St. Joseph’s College we treated Sections 1 - 9 and 14.

Our suggested basic reference is Coutinho’s introduction [24], although we do not follow
that introduction and we partly use our own terminology and notations. We start in a
slightly more general setting, than Coutinho, and so also we recommend the references
[4], [10], [11], [32] and [35]. Files of [10] and [11] are available on request at the author.
For readers who have already some background in the subject, we recommend as possible
references [8], [9], [13], [29], [37], or the first part of the PhD thesis [11].

Finally, we aim to fix a few notations and make a few conventions which we shall keep
throughout these notes. We do this on a fairly elementary level, according to the original
intention of the short course (1): To give a first introduction to the subject to an audience
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having only some background in Linear Algebra and basic Abstract Algebra. Only in
Section 14 we will need some background from Commutative Algebra, notably Hilbert
functions and -polynomials, Local Cohomology and Castelnuovo-Mumford regularity. We
shall give brief reminders on these more advanced preliminaries in Section 14.

1.1. Conventions, Reminders and Notations. (A) (General Notations) By Z,Q and
R we respectively denote the set of integers, of rationals and of real numbers. We also
write

Rsg:={r€R|z>0}and Ryg:={z €R|z >0}
for the set of non-negative respectively of positive real numbers. Moreover, we use the
following notations for the set of non-negative respectively the set of positive integers:

NO Z:ZQREO andN::ZﬂR>o :No\{O}
If S € R we form the supremum and infimum sup(S) resp. inf(S) within the set R U

{—00, 00}, using the convention that sup()) = —oco and inf(()) = co.
Empty sums and empty products are respectively understood to be 0 or 1. We thus set

-1 -1
Zaci =0 and sz =1 with 1, 29,--- € R.
i=0 i=0

(B) (Rings) All rings R are understood to be associative, non-trivial and unital, so that
they have a unit-element 1 = 15 € R\ {0} and the following properties hold
(a) 0z =20 =0 and 1z =21 =z for all x € R;
(b) z(yz) = (zy)z, x(y + z) =xy + xz and (z +y)z = vz + yz for all z,y,2 € R.
Rings need not be commutative.
If R is a ring, a subring of R is a subset Ry C R, such that 1z € Ry and = + y,xy € Ry
whenever x,y € Ry. If Ry C R is a subring and S C R is an arbitrary subset, we write
Ry[S] for the subring of R generated by Ry and S, hence for the smallest subring of R
which contains Ry and S. Thus, Ry[S] is the intersection of all subrings of R which contain
Ry and S, and may be written in the form
r  ky
Ro[S]={> [ @il r k.. .k €Nai; € RyUS Vi <rVj<k}.
i=1 j=1
If ay,as,...,a, is a finite collection of elements of R, we set
Rolay, ag, . .., a,] == Rol{ay,aq, ..., a.}].

(C) (Homomorphisms of Rings) All homomorphisms of rings are understood to be

unital, and hence are maps h : R — S, with R and S rings, such that

(a) h(z +y) = h(x) + h(y) and h(zy) = h(x)h(y) for all =,y € R;

(b) h(1r) = 1s.
Clearly, the identity map Idg : R — R is a homomorphism of rings, and the composition
of homomorphisms of rings is again a homomorphism of rings. An isomorphism of rings
is a homomorphism of rings admitting an inverse homomorphism. A homomorphism of
rings is an isomorphism, if and only if it is bijective.
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(D) (K-Algebras) All fields are considered as commutative. If K is a field, a K-algebra
is understood to be a ring A together with a homomorphism of rings € : K — A such
that

€(c)a = ae(c) for all ¢ € K and all a € A.
As the ring A is non-trivial, the homomorphism ¢ : K — A is injective. So, we can and

do always embed K into A by means of € and thus identify ¢ with €(c) for all ¢ € K.
Hence we have

c:=¢€(c) =cly=1ycand ca = ac for all c € K and all a € A.

Keep in mind, that a K-algebra A is a K-vector space in a natural way.

(E) (Homomorphisms of K-Algebras) Let K be a field. A homomorphism of K-algebras
h: A — B is a map with K-algebras A and B such that:

(a) h: A — B is a homomorphism of rings;
(b) h(c) =cfor all c € K.

Observe, that a homomorphism of K-algebras is also a homomorphism of K-vector spaces.

(F) (Modules) We usually shall consider unital left-modules, hence modules M over a
ring R, such that

z(m+n)=zm+an, (z+y)m=azm+ym, (ry)m=x(ym)and Ilm=m

for all x,y € R and all m,n € M. We shall refer to left-modules just as modules.
By a homomorphism of R-modules we mean a map h : M — N, with M and N both
R-modules, such that

(a) h(m+n) = h(m) + h(n) for all m,n € M.

(b) h(zm) = xzh(m) for all x € R and all m € M.
A submodule of a R-module M is a subset N C M, such that m +n € N and 2m € N
whenever m,n € N and = € R. Clearly 0 := {0} and M are submodules of M.
If h: M — N is a homomorphism of R-modules, the the kernel Ker(h) := {m € M |
h(m) = 0} of h is a submodule of M and the image Im(h) := h(M) of h is a submodule
of N.
A sequence of (homomorphisms of) R-modules

hi h hi— hi hy—
MO —0>M1 —1>M2"'MZ’,1 —1>MZ —>Mi+l"'Mr71 Her

is said to be ezact if Ker(h;) = Im(h;_q) for alli =1,2,...,r — 1. A short exact sequence

of R-modules is an exact sequence of the form 0 — M Lo b p— 0, meaning
that h is injective, [ is surjective and Ker(l) = Im(h).

The annihilator of an R-module M is defined as the left ideal of R consisting of all
elements which annihilate M, thus:

Anng(M):={zr € R|xzM = 0}.

(G) (Noetherian Modules and Rings) Let R be a ring. A left R-module is said to be
Noetherian, if it satisfies the following equivalent conditions
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(i) Each left submodule N C M if finitely generated, and hence of the form N =
Z;:l RTLZ with r € No and ny,Na,...,Ny € N.
(ii Each ascending sequence Ny C Ny C --- N; C N;; C --- of left submodules N; C
M ultimately becomes stationary and thus statisfies V;;, = Nj,11 = Njj42 = ...
for some iy € Nj.
We say that the ring R is left Noetherian if it is Noetherian as a left module.
Keep in mind the following facts:
(a) If 0 — N — M — P — 0 is an exact sequence of left R-modules then M is
Noetherian if and only N and P are both Noetherian.
(b) If M and N are two Noetherian left R-modules, then their direct sum M @ N is
Noetherian, too.
(c) If R is left Noetherian, a left R-module M is Noetherian if and only if it is finitely
generated.
(H) (Modules of Finite Presentation) Let R be a ring. A left R-module M is said to
be of finite presentation if there is an exact sequence of left R-modules

RS R s M —0 withrseN,.

In this situation, the above exact sequence is called a (finite) presentation of M and

R % R is called a presenting homomorphism for M.
Keep in mind, that the presenting homomorphism is given by a matrix with entries in R,
more precisely: There is a matrix

a1 Q12 . A1y
21 22 . A2y
A= . _ .| € R**" such that

Qs1 Qs2 s Qs

S S S

h($17x27"'7$5) = (1'1,.1’2,.-.,1'8)14: ( E Tili1, E TiQi2y .« oy E miai'r)
i=1 i=1 i=1
for all (x1,29,...,2s) € R*. This matrix A is called a presentation matriz for M.

Note the following facts:

(a) A left R-module M of finite presentation is finitely generated.

(b) If R is left Noetherian, then each finitely generated left R-module is of finite

presentation.
(I) (Graded Rings and Modules) A (positively) graded ring is a ring R together with a

family (R;)ien, of additive subgroups R; C R such that

(1) R = @iENo R“

(2) 1e Ro;

(3) for all 7,7 € Ny and all a € R; and all b € R; it holds ab € R;;.
In this situation we also refer to R = EDZ.GNO R; as (positively) graded Rgy-algebra. If
a € R; \ {0}, we call a a homogeneous element of degree i.
Let R = @,cy, [ be a second graded ring. A homomorphism of graded rings is a
homomorphism f : R — R’ of rings which respects gradings, hence such that f(R;) C R!
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for all i@ € Ny. Clearly, the identity map Idg : R — R of a graded ring as well as
the composition of two homomorphisms of graded rings is a homomorphism of graded
rings. An isomorphism of graded rings is a homomorphism of graded rings which admits
an inverse which is a homomorphism of graded rings — or, equivalently — a bijective
homomorphism of graded rings.
The (positively) graded ring R = €y, It is called a homogeneous ring if it is generated
over Ry by homogeneous elements of degree 1, hence if (in the notation introduced in part
(B)) we have R = Ro[Ry].
A graded (left) module over the graded ring R is a left R-module together with a family
(M;) ez of additive subgroups M; C M such that

(1) M = Bjez Mj;

(2) For all i € Ny, all j € Z, all a € R; and all m € M, it holds am € M,;;.
A homomorphism of graded (left) modules is a homomorphism h : M — N of R-
modules, in which M = @,_, M; and N = P,, N; are both graded and h(M;) C N;
for all 7 € Z. Clearly, the identity map of a graded R-module and the composition of two
homomorphisms of graded R-modules are again homomorphisms of graded R-modules.
An isomorphism of graded R-modules is a homomorphism of graded R-modules which
admits an inverse which is a homomorphism of graded R-modules — or, equivalently — a
bijective homomorphism of graded R-modules.

(K) (Prime Varieties) Let R be a commutative ring. We denote the prime spectrum of
R, hence the set of all prime ideals in R, by Spec(R). If a C R is an ideal, we denote by
Var(a) the prime variety of a, thus

Var(a) := {p € Spec(R) | a C p}.

Let
Va={a€ R|IneN:a" €a}.

denote the radical ideal of a. Keep in mind the following facts:

(a) Var(a) = Var(y/a).
(b) If a,b C R are ideals, then Var(a) = Var(b) if and only if \/a = v/b.
(L) (Krull Dimension) Let R be as in part (K) and let M be a finitely generated R-
module. Then, the (Krull) dimension dimg(M) of M is defined as the supremum of the

lengths of chains of prime ideals which can be found in the prime variety of the annihilator
of M:

dimg(M) :=sup{r € No | Ipg,...,p, € Var(AnnR(M)) with p,_y Cp; fori=1,... 7}
In particular, the (Krull) dimension dim(R) of R is the dimension of the R-module R:
dll’Il(R) = Sup{r e Ny | dpo,...,pr € SpeC(R) with p; 4 Cp; fori=1,... ,T’}.

Before giving a formal acknowledgement, the author likes very much to express his
gratitude toward his Vietnamese fellow mathematicians, who gave him the chance to visit
the Country so many times, to teach several invited short courses, to present talks and to
discuss on Mathematics at various Universities since his first visit of Vietnam in 1996. He
also looks back with pleasure to the many visits of Vietnamese mathematicians in Ziirich



NOTES ON WEYL ALGEBRAS AND D-MODULES 7

as well as the numerous mathematical cooperations and the many personal friendships
which resulted from them.

Acknowledgements. (1) The author expresses his gratitude toward the VIASM and
the Mathematical Institute of the Vietnam Academy of Science and Technology MIVAST
in Hanoi for the invitation and generous financial and institutional support during his stay
in Vietnam in October - December 2013, but also toward the Universities of Thai Nguyen,
of Hué and toward the Ho Chi Minh City University of Education for their intermediate
invitations and financial support.

(2) The author expresses his gratitude toward the Indian National Centre for Mathematics
of ITT-B and TIFR-Mumbai and toward St. Joseph’s College in Irinjalakude, Kerala, India
for their financial and institutional support during his visit in June-July 2016.

(3) In particular, the author to thanks to the referee, for his very careful and critical study
of the manuscript, for his valuable historical and bibliographical hints — in particular to
the paper [2] (see Conclusive Remark 14.10 (C)) — and for his suggestions which helped
to improve and clarify a number of arguments, and also for his long list of misprints.

2. FILTERED ALGEBRAS

We begin with a few general preliminaries, which will pave our way to introduce and
to treat Weyl algebras and D-modules. Our first preliminary theme are filtered algebras
over a field. It will turn out later, that this concept is of basic significance for the theory
of Weyl algebras.

2.1. Definition and Remark. (A) Let K be a field and let A be K-algebra (see Con-
ventions, Reminders and Notations 1.1 (D)). By a filtration of A we mean a family

AO = (Ai)iENo
such that the following conditions hold:

(a) Each A; is a K-vector subspace of A;
(b) A; C A;4q for all i € N;
(C) 1le Ao,

(d) A= UiENo A'“
(e) AZA] g Ai+j for all Z,] S No.

In requirement (e) we have used the standard notation
AiAj = > Kfgforalli,jeN,,
(f,9)EAiXA;

which we shall use from now on without further mention. To simplify notation, we also
often set

A;=0forallz<0

and then write our filtration in the form

A, = (Ai)iEZ-
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If a filtration of A is given, we say that (A, A,) or — by abuse of language — that A is a
filtered K -algebra.

(B) Keep the notations and hypotheses of part (A) and let Ay = (A;);ez be a filtered
K-algebra. Observe that we have the following statements:

(a) Ag is a K-subalgebra of A.
(b) For all ¢ € Z the K-vector space A; is a left- and a right- Ap-submodule of A.

2.2. Example. (The degree filtration of a commutative polynomial ring) Let n € N and
let A = K[X;,Xy,...,X,] be the commutative polynomial algebra over the field K in

the indeterminates X1, Xs,..., X,,. Then clearly A is a K-space over its monomial basis:
A=K[X), X,,.... X, ] = & Kxpxpe. Xr= KX”,
V1,20, vn€Np HGN'S

where we have used use the standard notation
XY= X X052 X0 for vi= (v, 10 .. 1) €N

So, each f € A can be written as

f= Z C(Zf)Xz

veNy
with a unique family
(f) — KNG
() enp € I & =K,
veNy

whose support
supp(f) = supp((c}))) ,ey) = {2 € NG [ ) # 0}

is finite. We also introduce the notation
n
lv| = ZVZ', for v = (v1,va,...,v,) €NJ.
i=1

Then, with the usual convention of Conventions, Reminders andNotations 1.1 (A) we may
describe the degree of the polynomial f € A by

deg(f) := sup{l| | ¢ # 0} = sup{|| | v € supp(f)}.
Now, for each i € Ny we introduce the K-subspace A; of A which is given by
Ai={feAldeg(f)<i}= P KX~
veND with |v|<i

With the usual convention that u + (—o0) = —oo for all u € Z U {—o0}, we have the
obvious relation

deg(fg) = deg(f) + deg(g) for all f,g € A= K[X1,Xo,...,X,].
From this it follows easily:
The family A, = (A; :={f € A | deg(f) < i})

1€Ng
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is a filtration of A. This filtration is called the degree filtration of the polynomial algebra
A == K[Xl,XQ,. .. ,Xn]

Clearly filtrations also may occur in non-commutative algebras. The next example
presents somehow the “generic occurrence” of this.

2.3. Example. (The degree filtration of a free associative algebra) Let n € N, let K be a
field and let A = K (X3, Xs,...,X,) be the free associative algebra over K in the inde-
terminates X7, Xs,..., X,,. We suppose in particular that (see Conventions, Reminders
and Notations 1.1 (D))

cX;=X,cforallce Kandalli=1,2,... n,

and hence
cf = fcforall ce K and all f € A.
Let i € Ny. If
o= (01,09,...,0,) € {1,2,...,n}’
is a sequence of length ¢ with values in the set {1,2,...,n} we write

X, = li[XU]. = X0, Xy X,

j=1

Then, with the usual convention that the product [
equals 1 and using the notation

Sn={{1,2,...,n} | i € No}
we can write A as a K-space over its monomial basis as follows:

A:K<X1,X2,...,Xn> -

:@ EB KXy Xy, ... Xy, =

i€No  (01,02...07)€{1,2,...,n}*
=b D KX =
i€Ng  oe{1,2,..,n}

- P Kx,.

QESn

jep X of an empty family of factors

Clearly, as in the case of a commutative polynomial ring, each f € A may be written in

the form
f= Z X,

a€Sy
with a unique family
f — KSa
(CSL))QESn € H K=K ’
0ESn

whose support
supp(f) = supp((cY)ges,) :={a € S, | ) # 0}
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is finite. We also introduce the notion of length of a sequence o € S, by setting
Mo) =1, if o € {1,2,...,n}".
Now, we may define the degree of an element f € A by
deg(f) = sup{A(a) | ¢} # 0} = sup{A(a) | & € supp(f)}.
For each 7 € Ny we introduce a K-subspace A; of A, by setting
A ={f e Aldeg(f) <i}= o) KX,.
0ES, with A(0)<i
We obviously have the relation
deg(fg) < deg(f) + deg(g) for all f,g e A= K(X1,Xso,...,X,).

Moreover, it is easy to see:

The family A, = (A; = {f € A| deg(f) < i})

i€Ng

is a filtration of A. This filtration is called the degree filtration of the free associative

K-algebra A = K(X1, Xo, ..., X,).

Later, our basic filtered algebras will be Weyl algebras. These are non-commutative
too, but they also admit the notion of degree and of degree filtration. From the point of
view of filtrations, these algebras will turn out to be “close to commutative”, as we shall
see later. To make this more precise, we will introduce the notion of associated graded

ring with respect to a filtration in the next Section.

3. ASSOCIATED GRADED RINGS

3.1. Remark and Definition. (A) Let K be a field and let A = (A, A,) be a filtered

K-algebra. We consider the K-vector space
Gr(A) = Gra,(A) = @ Ai/Ai.
i€Ng
For all i € Ny we also use the notation
GI'(A)l = GI'A. (A)l = Ai/Aifl,

so that we may write

(B) Let 4,5 € Ny, let f, f' € A; and let g,¢' € A; such that
hi=f—f €A 1andk:=g—g €A1
It follows that
fo—1f'9 =fg—(f—h)(g—k)=fk+hg—hk
€ LA+ A A+ A A C
C A1) + Ajri-1) + Au—)+G-1) € Aigj1.
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Soin A;j/Airj—1 = Gra, (A)iy; C Gra,(A) we get the relation
fo+Aivjo1=f'g + Aigja.
This allows to define a multiplication on the K-space Gra,(A) which is induced by
(f+A_1)(g+ A1) = fg+ Ay foralli,j € Ny, all f € A; and all g € A;.

With respect to this multiplication, the K-vector space Grga,(A) acquires a structure of
K-algebra.
Observe that, if r, s € Ny and

f= Zﬁ, with f; € A; and f; = (f; + Ai_1) € Gra, (A); foralli =0,1,...,7,
i=0
and, moreover

g= Zg_j, with g; € A; and g5 = (g; + A;j-1) € Gra,(A); for all j =0,1,...,s,
=0

then
T+ r+s
3= Y fgm=>, Y (figi+A)
k=0  i+j=k k=0  itj=k

(C) Keep the above notations and hypotheses. Observe in particular, that Gra,(A)g is a
K-subalgebra of Grg,(A), and that there is an isomorphism of K-algebras

Grg, (A)p = Ay.
Moreover, with respect to our multiplication on Grgu,(A) we have the relations
Gry, (A);Gra,(A); C Gra,(A);y; for all 4,5 € Ny.
So, the K-vector space Gra,(A) is turned into a (positively) graded ring

Gra, (A) = (GYA.(A)> (Gra, (A)i)iENo) = @ Gra, (A);
i€Np
by means of the above multiplication. We call this ring the associated graded ring of A

with respect to the filtration A,. From now on, we always furnish Grg4,(A) with this
multiplication.

3.2. Example and Exercise. (A) Let n € N, let K be a field and consider the commu-
tative polynomial ring A = K[X;, X,..., X,,]. Show that A has the following universal
property within the category of all commutative K-algebras:
If B is a commutative K-algebra and ¢ : {Xi, Xs,...,X,,} — B is a map,
then there is a unique homomorphism of K-algebras ¢ : A — B such that
O(X;) = o(X;) forall i =1,2,... n.
Show also, that A has the following relational universal property within the category of
all associative K-algebras:



12 MARKUS BRODMANN

If B is an associative K-algebra and ¢ : {X;, Xs,...,X,,} — B is a map such
that ¢(X;)o(X;) = ¢(X;)o(X;) for all 4,5 € {1,2,...,n}, then there is a unique
homomorphism of K-algebras ¢ : A — B such that ¢(X;) = ¢(X;) for all
i=1.2.... .n
(B) Now, furnish A = K[X;, Xs, ..., X,] with its degree filtration (see Example 2.2).
Then, on use of the above universal property of A it is not hard to show that there is an
isomorphism of K-algebras

K[X1,Xo, ..., Xn] — Gra,(A),
given by X; — (X; + Ag) € A1/Ag = Gra,(A); C Gra,(A) foralli =1,2...,n.

We now introduce a class of filtrations, which will be of particular interest for our
lectures.

3.3. Definition. Let K be a field and let A = (A, A,) be a filtered K-algebra. The
filtration A, is said to be commutative if

fg—9f € Aiyjq for all i, 5 € Ny and for all f € A; and all g € A;.

It is equivalent to say that the associated graded ring Gra,(A) is commutative. In this
situation, we also say that (A, As) is a commutatively filtered K -algebra.

Later, in the case of Weyl algebras, we shall meet various interesting commutative
filtrations - and precisely this makes these algebras to a subject which is intimately tied to
Commutative Algebra. We now shall define three special types of commutative filtrations,
which will play a particularly important role in Weyl algebras.

3.4. Definition and Remark. (A) Let (A, A,) be a filtered K-algebra. The filtration
A, is said to be very good if it satisfies the following conditions:
(a) The filtration A, is commutative;
(b) Ay = K;
(c) dimg (A1) < o0;
(d) Az = AlAi—l for all = € N.
Under these circumstances and on use of the notation introduced in Conventions, Re-
minders and Notations 1.1 (B) we clearly have
dimg (A1 /Ao) = dimg (Gra,(A)1) = dimg (A1) — 1 < oo and Gra, (A) = K[Gra, (A4)1].

So, in this situation, the associated graded ring Gra,(A) is a commutative homogeneous
(thus standard graded) Noetherian K-algebra (see Conventions, Reminders and Nota-
tions 1.1 (I)). If A, is a very good filtration of A, we say that (A, A,) — or briefly A — is
a very well-filtered K-algebra.

(B) Let (A, A,) be a filtered K-algebra. The filtration A, is said to be good if it satisfies
the following conditions:

(a) The filtration A, is commutative;
(b) Ag is a K-algebra of finite type;
(c) Aj is finitely generated as a (left-)module over Ay;
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(d) A; = AjA;_ for all i € N.
Under these circumstances we clearly have
Ap = Gra, (A)g is commutative and Noetherian
A1 /Ag = Gry,(A); is a finitely generated Ag-module, and
Gra, (A) = Gra, (A)o[Gra, (A)].

So, in this situation, the associated graded ring Gra,(A) is a commutative homogeneous
Noetherian Aj-algebra (see Conventions, Reminders and Notations 1.1 (I)). If A, is a
good filtration of A, we say that (A, A,) — or briefly A —is a well-filtered K-algebra.
Clearly, a very well-filtered K-algebra is also well-filtered.

(C) Let (A, A,) be a filtered K-algebra. The filtration A, is said to be of finite type if

it satisfies the following conditions:

(a) The filtration A, is commutative;

(b) Ap is a K-algebra of finite type;

(c) There is an integer 6 € N such that A; is finitely generated as a (left-)module over

Ag for all 7 < and

(d) A; =30 , AjA;; for all i > 4.
In this situation, we call the number § a generating degree of the filtration A,. Under
these circumstances we clearly have

A= > Aj - A (VieN)
1<51,0,Js K621+ +js=1

Ap = Gry, (A)g is commutative and Noetherian
Ay /Ay = Gry,(A); is a finitely generated Ag-module, and

Cra, (A) = Cra, (A)o [Z Gra, (A)].

So, in this situation, the associated graded ring Gryu, (A) is a commutative Noetherian
graded Ag-algebra, which is generated by finitely many homogeneous elements of degree
< 4. If A, is a filtration of A, which is of finite type, we say that (A, A,) is a filtered
algebra of finite type.

Clearly, a well-filtered K-algebra is also finitely filtered. Moreover, if A, is of finite type
and 0 = 1, the filtration A, is good.

3.5. Example and Exercise. (A) Let n € N, let K be a field and consider the commu-
tative polynomial ring A = K[X;, Xy, ..., X,], furnished with its degree filtration. Then,
it is easy to see, that A = K[X1, Xy, ..., X,] is a very well filtered K-algebra.

(B) Let n € N, let K be a field and consider the commutative polynomial ring
A = K[X1,Xs,...,X,]. Let m € {0,1,...,n — 1} and consider the subring B :=
K[Xy,X,...,X;n] € A, so that A = B[X,401, Ximio,- .., Xn]. For each polynomial
f=>, c(zf)ﬁz € A we denote by degg(f) the degree of f with respect to the inde-
terminates X1, Xinto, ..., Xn, hence the degree of f considered as a polynomial in
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these indeterminates with coefficients in B. Thus we may write

degg(f) = sup{Zwiui | (v1,v2,...,v,) € supp(f)}

where
Wy =Wy =--=Wy, =0and w41 = Wpio=-=w, = 1.
Show, that by
A ={f e A|degp(f) <i}forallieN

a good filtration A, on A is defined and that there is a canonical isomorphism of graded
B-algebras

A= B[Xm+1,Xm+2, e 7Xn] = GI‘A.(A)7

where A = B[X,41, X2, - - -, Xp is endowed with the standard grading with respect
to the indeterminates X,,i1,...,X,, hence with the grading given by deg(X;) = 0 if
1 <i<manddeg(X;)=1form<i<n.

(C) Let n € N, with n > 1, let K be a field and consider the free associative K-algebra
A= K(X1,Xs,...,X,), furnished with its degree filtration A,. For each i € {1,2,...,n},
let

Yi = (Xz -+ Ao) - Al/AO = GI'A.(A)l C GTA.(A).
Show that
X, X; = X,;X, if and only if i = j.

(D) Let the notations and hypotheses be as in part (C). Show that A = K(X;, Xs,..., X,)
has the following universal property in the category of K-algebras:

If Bis a K-algebra and ¢ : {X;, Xs,..., X,,} — B is a map, there is a unique

homomorphism of K-algebras ¢ : A —» B such that ¢(X;) = ¢(X;) for all
1=1,2,...,n

Use this to show, that there is a unique homomorphism of (graded) K-algebras (which
must be in addition surjective)

¢: A Gra,(A), such that X; — X; := (X; + Ag) € Ay /Ay = Gra, (A),.
(E) Let (A, A,) be a filtered K-algebra, let r € N and let iq,1s,...,4, € Nyg. We define

inductively
ifr=1
Ay A, ... A= e ’
H g {( ”A) o, ifr>1.
Jj=1 T
In particular, if i € Ny we set
j=1

Assume now, that the filtration A, is good and prove that
Ar = (Al)’r' and AZAJ = AZ+J for all » € N and all Z,j € No.
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Assume that the filtration A, is of finite type and has generating degree J. Prove that

5
A; = Z HA;/j for all 7 € Ny.

. 5 i
VO, UL yeees VgGNO:z:Zj:O]Vj J=0

4. DERIVATIONS

Filtered K-algebras and their associated graded rings are one basic ingredient of the
theory of Weyl algebras. Another basic ingredient are derivations (or derivatives). The
present section is devoted to this subject.

4.1. Definition and Remark. (A) Let K be a field, let A be a commutative K-algebra
and let M be an A-module. A K-derivation (or K-derivative) on A with values in M is
amap d: A —> M such that:

(a) d is K-linear: d(aa + Bb) = ad(a) + £d(b) for all a, f € K and all a,b € A.
(b) d satisfies the Leibniz Product Rule: d(ab) = ad(b) + bd(a) for all a,b € A.
We denote the set of all K-derivations on A with values in M by Derg (A, M), thus:

Derg (A, M) := {d € Homg (A, M) | d(ab) = ad(b) + bd(a) for all a,b € A}.
To simplify notations, we also write
Derg (A, A) =: Derg(A).

(B) Keep in mind, that Homg (A, M) carries a natural structure of A-module, with scalar
multiplication given by

(ah)(x) := a(h(x)) for all a € A, all h € Homg (A, M) and all x € A.
It is easy to verify:
Derg (A, M) is a submodule of the A-module Homg (A, M).

With our usual convention (suggested in Conventions, Reminders and Notations 1.1 (D))
that we identify ¢ € K with cl4 € A, the rules (a) and (b) of part (A) imply d(c) =
d(cl) = cd(1) and d(cl) = 1d(c) + cd(1), hence d(c) = d(c) + ¢d(1) = d(c) + d(c), thus

d(c) =0 for all ¢c € K and all d € Derg (A, M) : “Derivations vanish on constants.”

Next, we shall look at the arithmetic properties of derivations and gain an important
embedding procedure for modules of derivations of K-algebras of finite type.

4.2. Exercise and Definition. (A) Let K be a field, let A be a commutative K-algebra
and let M be an A-module. Let d € Derg (A, M), let r € N, let vy, 15,...,v. € N and let

ai, as, ...,a, € A. Use induction on r to prove the Generalized Product Rule
T T
. i1 .
d(HaJVF) = Zyiai (Ha;ﬁ)d(ai)
j=1 i=1 i

and the resulting Power Rule

d(a") = ra"'d(a) for all a € A.
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(B) Let the notations and hypotheses be as in part (A). Assume in addition that A =
Klay, ag,...,a,]). Let e € Derg(A, M). Use what you have shown in part (A) together
with the fact that e and d are K-linear to prove that the following uniqueness statement
holds:

e = d if and only if e(a;) = d(a;) for all i = 1,2,... 7.
(C) Yet assume that A = K{aq,as,...,a,]. Prove that there is a monomorphism (thus an

injective homomorphism) of A-modules

e, =0} ) Derg (A4, M) — M", given by d = (d(a1), d(az), ..., d(a,)).

(a1,a2,...,ar

This monomorphism ©2 is called the embedding of Derg (A, M) in M" with respect to
a:=(ay,ag,...,a,).

(D) Let the notations and hypotheses be as in part (C). Assume that M is finitely
generated. Prove, that the A-module Derg (A, M) is finitely generated.

Now, we turn to derivatives in polynomial algebras, a basic ingredient of Weyl algebras.

4.3. Exercise and Definition. (Partial Derivatives in Polynomial Rings) (A) Let n €
N, let K be a field and consider the polynomial algebra K[Xi, X5,...,X,]. Fix i €
{1,2,...,n}. Then, using the monomial basis of K[X;, X, ..., X,] we see that there is a
unique K -linear map

0
&-z X lK[Xl,XQ,...,Xn] —>K[X1,X2,...,Xn]
such that for all v = (11, 14,...,1,) € NI we have
O 17 v v XV L X7, if vy >0
0;(X%) = XY = JEG 0 ’
(X) é))(,-(jH1 ') {0, if 1; = 0.

(B) Keep the notations and hypotheses of part (A). Let

M:(M1>M27--~;Mn)a Z:(VMVQ""JVH)GNSL

and prove that
Di(XEXY) = XP0,(X¥) + X20,(X¥).
Use the K-linearity of 0; to conclude that

0; = ax. € Dery (K[X1, Xo,...,X,]) foralli=1,2...,n.
The derivation 0; = a?c is called the i-th partial derivative in K[X7, Xo, ..., X,].

As we shall see in the proposition below, the embedding introduced in Exercise and
Definition 4.2 (C) takes a particularly favorable shape in the case of polynomial algebras.
The exercice to come is aimed to prepare the proof this.
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4.4. Exercise. (A) Let the notations and hypotheses be as in Exercise and Definition 4.3.
For all ¢, 7 € Z let ¢, ; denote the Kronecker symbol, so that

1, ifi=j,
0ij = e
0, ifiz#j.

8,(XJ) = (51‘73‘, for all Z,] S {1, 2... ,n}.
(B) Keep the above notations and hypotheses. Show that
(a) For each i € {1,2,...,n} it holds K[X1, Xs,..., X; 1, X;11,..., X,] C Ker(9))
with equality if and only if Char(K) = 0.
(b) K C N, Ker(9;) with equality if and only if Char(K) = 0.

Check that

4.5. Proposition. (The Canonical Basis for the Derivations of a Polynomial
Ring) Letn € N, let K be a field and consider the polynomial algebra K[X1, Xo, ..., X,].
Then the canonical embedding of Der (K[Xl, Xo, ... ,Xn]) into K[ X1, Xo,..., X,]" with
respect to X1, X, ..., X, (see Ezxercise and Definition 4.2 (C)) yields an isomorphism of
K[Xy, Xa, ..., X,]-modules

Il

_____ X, - DerK(K[Xl, XQ, ce 7Xn]> — K[Xl,XQ, . ,Xn]n,
given by

for all d € DerK(K[Xl,XQ, . ,Xn]).

In particular, the n partial derivatives Oy, Os, . . ., Oy, form a free basis of the K[X1, Xa, ..., X,]-
module Derg (K[Xl, Xo, ... ,Xn]), hence

Der (K[X1, Xa, ..., X,]) = P K[X1, Xa, ..., X,.]0;.
=1

Proof. According to Exercise and Definition 4.2 (C), the map © is a monomorphism of
K[Xi,Xs,...,X,]-modules. By what we have seen in Exercise 4.4 (A) we have

6(82) = (5i,17 5i,27 s 7(51'71,7:7 6i,i7 5i,i+1; cee ,51‘711) = (517.7);1:1 =€
foralli =1,2,...,n. As the n elements
e = (0iy)7_, € K[X1, Xa,..., X,]" withi =1,2,...,n

form the canonical free basis of the K[X;, X, ..., X,,]-module K[X;, Xs,..., X,|" our
claims follow immediately. ([l

5. WEYL ALGEBRAS

Now, we are ready to introduce Weyl algebras. We first remind a few facts on endo-
morphism rings of commutative K-algebras and relate these to modules of derivations.
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5.1. Reminder and Remark. (A) Let K be a field and let A be a commutative K-
algebra and let M be an A-module. Keep in mind, that the A-module

Endg (M) := Homg (M, M)
carries a natural structure of K-algebra, whose multiplication is given by composition of
maps, thus:
fg:= fog, hence (fg)(m) := f(g(m)) for all f,g € Endgx (M) and all m € M.

The module Endg (M) endowed with this multiplication is called the K-endomorphism
ring of M. Observe, that this endomorphism ring is not commutative in general.

(B) Keep the above notations and hypothesis. Then, we have a canonical homomor-
phism of rings
ev : A — Endg (M) given by a — €pr(a) := aidy for all a € A,
where idy; : M — M is the identity map on M, so that
ev(a)(m) = am for all a € A and all m € M.
It is immediate to verify that this canonical homomorphism is injective if M = A:
The canonical homomorphism €4 : A — Endg(A) is injective.

We therefore call the map €4 : A — Endg(A) the canonical embedding of A into its
K-endomorphism ring and we consider A as a subalgebra of Endg(A) by means of this
canonical embedding. So, for all a € A we identify a with €4(a).

5.2. Remark and Definition. (A) Let K be a field and let A be a commutative K-
algebra. By the convention made in Reminder and Remark 5.1 we may consider A as
a subalgebra of the endomorphism ring Endg(A). We obviously also have Derg(A) C
Endg(A). So using the notation introduced in Conventions, Reminders and Notations 1.1
(B), we have may consider the K-subalgebra

Wk(A) := K[AUDerg(A)] = A[Derg(A)] C Endg(A).

of the K-endomorphism ring of A which is generated by A and all derivations on A with
values in A. We call Wi (A) the Weyl algebra of the K -algebra A.

(B) Keep the hypotheses and notations of part (A). Assume in addition, that the
commutative K-algebra A is of finite type, so that we find some r € Ny and elements
a,as,...,a, € A such that

A= Klay,aq,...,a,]
Then according to Exercise and Definition 4.2 (D), the A-module Derg(A) is finitely
generated. We thus find some s € Ny and derivations dy,ds, ..., ds € Derg(A) such that

1=1

A straight forward computation now allows to see, that
WK(A) = K[al, ag ..., Qp, dla dQ, c ,ds] - EndK(A)
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In particular we may conclude, that the K-algebra Wi (A) is finitely generated.

(C) Keep the above notations and let n € N. The n-th standard Weyl algebra W (K, n)
over the field K is defined as the Weyl algebra of the polynomial ring K[X, Xs, ..., X,],
thus

W(K,n):= WK(K[Xl, Xo, ... ,Xn]) C EndK(K[Xl,XZ, e ,Xn]).
Observe, that by Propsition 4.5 and according to the observations made in part (B) we
may write

W(K,n) = K[Xl,XQ, c. ,Xn,al,gl,az, Ce 78n] g EndK(K[Xl,XQ, c. 7Xn])-
The elements of W(K,n) are called polynomial differential operators in the indetermi-
nates X1, Xs,..., X, over the field K. They are all K-linear combinations of products of

indeterminates X; and partial derivatives 0;.
The differential operators of the form

XUt =Xy X o = [ X [[ o € WK, n)

i=1 j=1
with

vi= (V1,5 Vn), = (e pin) € NG
are called elementary differential operators in the indeterminates X7, X, ..., X,, over the
field K.

We now aim to study the structure of standard Weyl algebras. One of the main goals
we are heading for is to find an appropriate "monomial basis“ in each of these algebras.
We namely shall see later that the previously introduced elementary differential operators
form a K-basis of the standard Weyl algebra W(K,n), provided K is of characteristic 0.
To pave our way to this fundamental result, we first of all have to prove that in standard
Weyl algebras certain commutation relations hold: the so-called Heisenberg relations. To
establish these relations, we begin with the following preparations.

5.3. Remark and Exercise. (A) If K is a field and B is a K-algebra, we introduce the
Poisson operation, that is the map

[¢,8] : B x B — B, defined by [a,b] := ab — ba for all a,b € B.

Show, that the Poisson operation has the following properties:

(a) [a,b] = —[b,a] for all a,b € B.

(b) [[a,b],c] + [[b, c],a] + [[c, a],b] = 0 for all a,b,c € B.

(c) [aa+ d/d, b+ B'V] = aBla, bl + af'[a, V] + ' Bld’, b] + o/ B[, V]

for all o, o/, 3,8 € K and all a,d’,b,b' € B.

Observe in particular, that statement (a) says that the Poisson operation is anti-
commutative, whereas statement (c) says that this operation is K-bilinear. We call
la, b] the commutator of a and b.

(B) Now, let K be a field, let A be a commutative K-algebra and consider the Weyl
algebra W (A) := A[Derg(A)]. Show that the following relations hold:
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(a) [a,b] =0 for all a,b € A.
(b) [a,d] = —d(a) for all a € A and all d € Derg(A).
(c) [d,e] € Derg(A) for all d,e € Derg(A).

(C) Let the notations and hypotheses be as in part (B). Let d,e € Derg(A), let r € N,
let v1,19,...,1, € N and let aj,aq,...,a, € A. Use statement (c) of part (B) and the
Generalized Product Rule of Exercise and Definition 4.2 (A) to prove that

. e)(] L a7) = 2 viai ™ ([ L o710 el ().

J#1
5.4. Proposition. (The Heisenberg Relations) Letn € N, and let Kbe a field. Then,
in the standard Weyl algebra
W(K,n) = K[X1, X, ..., X0, 01,00, ...0,]
the following relations hold:
(a) [Xi, X;] =0, foralli,je{l,2,...,n};

(b) [Xi, 0] = =0, foralli,j e {1,2,...,n};

(c) [0;,0;] =0,  foralli,je{1,2,...,n}.

Proof. (a): This is clear on application of Remark and Exercise 5.3 (B)(a) with a = X;
and b = Xj.

(b): If we apply Remark and Exercise 5.3 (B)(b) with a = X; and d = 0;, and observe
that 0;(X;) = d;; = 0;; we get our claim.

(c): Observe that for all 7,k € {1,2,...,n} we have 9;(X}) € {0,1} C K. So for all
i,7,k € {1,2,...,n} we obtain (see Definition and Remark 4.1 (B)):

[@waj](Xk) = ai(aj(Xk)) - aj (@(Xk)) € 8@'(K) + 8]-([() = {0} + {O} = {0}

Now, we get our claim by Exercise and Definition 4.2 (B) and Remark and Exercise 5.3
(B) (c) and (C). O

The Heisenberg relations are of basic significance for the arithmetic in standard Weyl
algebras. Before we show that the elementary differential operators provide a basis for a
standard Weyl algebra we shall study the arithmetic of these algebras. In particular, in
the next section we shall prove a product formula for elementary differential operators,
which will be of basic significance. We shall do this in a slightly more general setting,
namely just for K-algebras "mimicking* the Heisenberg relations. The next exercise is
aimed to prepare this.

5.5. Exercise. (A) Let n € N, let K be a field, let B be a K-algebra and let
al,a,l,...7(ln7d1,d2,...,dn eB

be elements mimicking the Heisenberg relations, which means:
(1) [ai,a;] =0, for all 4,5 € {1,2,...,n};
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(2) ai,dj] = —0;5, foralli,je{l,2,...,n};
(3) [dz,d]] = 0, for all Z,] S {1,27 s ,TL}.

Let pu,v € Ny. To simplify notations, we set
06" ;=0 for all b € B and all k € Z.

prove the following statements (using induction on p and v):

(a) ajay = a%aj’;

(b) d'd? = dd

(c) d“a = aydy for all i,j € {1,2,. n} with @ # j.
(d) d a—a”d—i—ua”lforallze{lQ N}

(B) Keep the notations and hypotheses of part (A). For all (A1, Aa, ..., \,) € NI and
each sequence (by,bs,...,b,) € B" we use again our earlier standard notation

A = ()\17)\27 e 7An> and QA = bi\lbé\Z o bi\Ln - Hbi\l

Now, let
H= (:uluulw .- 7:u’fl)7 V= (Vl’VQ’ T ’Vn)7 and

W= (s s ), = (V1 y,) € NG
Prove that the following relations hold

( ) Vdu_Hz 1a1 H] 1d5] _H:L 1 ;’zdﬂz
(b) (ch—lﬁ)(gic—ii) = (H?—l az H] ldyj)(Hz—l z Hg 1 j ) Hz 1 zyld‘ul ldfl

6. ARITHMETIC IN WEYL ALGEBRAS

As announced above, we now aim to do some Arithmetic in standard Weyl algebras.
This means in particular, that we make explicit a number of computations in the hope
that readers who up to now were mainly faced with commutative rings, get fascinated by
the complexity of the arithmetic in Weyl algebras.

The following arithmetical Lemma is formulated in a more general framework, namely
in a situation, which "mimicks” the Heisenberg relation. If we specialize this Lemma to
standard Weyl algebras, we get a most important formula, which expresses the product of
two elementary differential operators as a Z-linear combination of elementary differential
operators. This will also give us an explicit presentation of the commutator [d,e] (see
Remark and Exercise 5.3 (A)) of two elementary differential operators d and e. Asa fur-
ther application we will get the Reduction Principle for arbitrary products of elementary
differential operators and thus pave our way to the standard basis presentation of Weyl
algebras, which we shall introduce in the next section.

We prove the announced Lemma in a setting which is more general than just the frame-
work of Weyl algebras, because in this form it will help us to prove the universal prop-
erty of Weyl algebras formulated in Corollary 7.5. This property is an analogue of the
(relational) universal property of commutative polynomial algebras (see Example and
Exercise 3.2 (A)) or of free associative algebras (see Example and Exercise 3.5 (D)).
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6.1. Lemma. Letn € N, let K be a field, let B be a K-algebra and let
al,a,g,...7(ln7d1,d2,...,dn eB

such that:
(1) [ai,aj] =0, foralli,j € {1,2,...,n};
(2) lai,dj] = —0;5,  foralli,je{l,2,...,n};
(3) [di,d;] =0, foralli,je{l,2,...,n}.

Then, the following statements hold:
(a) For all p,v € Ny and all i € {1,2,...,n} we have

min{,u,,y} ILL k_l
wov o v—k ju—k
dia;i = Z <k> H(’/ —pa;d;

k=0 p=0
(b) Let
poi= (i, fs e ), V= (V1 Ve, e, V), and
o= phs ), Vo= (v, y,) € NG
Set
I:={k:= (k1,ka,... k) € Ny | k; <min{u;,v.} fori=1,2,...,n},
and let
n 1L n k;—1
=1 (3 ) <TI0
=1 v i=1 p=0
Then, we have the relation
(a*d*)(@*d®) = ([ [ a7 [T i) [T [T ")
=1 7j=1 =1 J=1
_ HaZi+V£Hdéti+M; + Z )\EHaZi'f‘Vz{—kin?i'f‘N;_ki _
i=1 i=1 kel\{0} =1 i=1

— Qz+idg+i' + Z )\EQerL’*Edgﬂi’ —k
kel\{0}
Proof. (a): To simplify matters we use the notation
0b* ;=0 for all b € B and all k € Z

already introduced in the previous Exercise 5.5 (A). Then, it suffices to show that

0 k—1
o =3 () TI0 - ot

k=0 p=0
We proceed by induction on p. The case 4 = 0 is obvious. The case u = 1 is clear by
Exercise 5.5 (A)(d). So, let u > 1. By induction we have

p—1 1 k—1
TR DI G ) (R

k=0 p=0
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It follows on use of Exercise 5.5 (A)(d) and the Pascal formulas for the sum of binomial
coefficients, that

k=0 p=0
pn—1 1 k—1
=3 (")) o -ty
k=0 p=0
pn—1 1 k—1
= (,u ) (v —p)(ay™%d; + (v — k)ay )@ =
k=0 k p=0
— p—1 0 v—k ju—k p—1 T v—k—1 gu—1—k
=SI(" e - patat s (M) ) TI0 - ne - et -
k=0 p=0 p=0
— p—1 o v—k gu—k — p—1 u v—k—1gn—1-Fk
—Z( 1 >H(V_p>ai i +Z( I )H(V_p>ai i =
k=0 p=0 k=0 p=0
N L 1) .
=3 (" ) Mot X (07 ) T - o =
k=0 p=0 k=1 p=0
pn—1 k—1
:a;’df—i—z (,u > H(V—p)a;’_kdf_k—l—
k=1 p=0

k=1 p=0 p=0
n—1 _1 _1 k—1 pn—1
—atar e A" ) (0D ) T0 - et [ et =
k=1 p=0 p=0
pn—1 k—1 pn—1
=t + Y (1) [T = e+ [T = et =
k=1 p=0 p=0
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(b): According to Exercise 5.5 (B)(a),(b), the previous statement (a) and Exercise 5.5
(A)(a),(b) and (c¢) we may write

n n n n n

(_Zd aZ d“ . H a;’z H dzia H a;j; H d;‘a _ H a;’id’l;i a?gd?; _
n n min{;, V] }ii1 k—1
=Tl ra =TTt > () Tt - -
=1 =1 = p=0
_ ﬁ(mm{ii,l/;} (/Lz) li_[l VH—V kdl‘l""“z k] _
i=1 k=0 k p=0

ki—1
_ Z H </g) H )~ plal gk

n n k;—1 n
- Z (11 (?f)MH (v = p)) [L ™ et =
kel i=1 ¢ i=1 p=0 i=1
n n k;—1 n n
-SSAT (T T o T [T -
kel i=1 ¢ i=1 p=0 i=1 i=1
— f[a ﬁ /h-l-m + Z )\kH I/l+l/ —k; Hdul-i-u;—kl _
i=1 i=1 kel\{0}  i=1 i=1
— QZJFZ QHJFH + Z )\kgz+z fﬁdﬁJrﬁ —k
ke0}

O

As an application we now get the announced product formula for elementary differential
operators.

6.2. Proposition. (The Product Formula for Elementary Differential Opera-
tors) Let n € N, let K be a field and consider the standard Weyl algebra

W(K, TL) = K[Xl,XQ, ce Xn,81,82 ce ,8n]
Moreover, let

W= (s fns - ), V= (V1 V2, -, V) and

/

&I:: (:u/lnulla"'a:u;l)a v = (V17V27"'7Vn>€N8'
Set
I:={k:= (ki, ke, ..., ky) € Ny | k; <min{u;, v/} fori=1,2,...,n},
and let
n ' no k-1
= (T (4 AT T 04~ 0)

i=1 i=1 p=0
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Then, we have the equality

(X40") (X 0) = (f[Xfi ﬁﬁéfﬂ')(ﬁX? f[0§‘3') =
i=1 j=1 i=1 j=1
_ ﬁXZ{/Hu Hamﬂtz + Z /\kHXuﬁu —k; Hamwz ki _
i=1 kenfo}  i=1 =1

_ XZJFZ/QEHL + Z )\EXZJFK fEQg-&-g —k
ken{o}

Proof. 1t suffices to apply Lemma 6.1 (b) with a; := X; and d; := 0; fori =1,2...,n. O

Now, we can prove the main result of the present section. To formulate it, we introduce
another notation and suggest a further exercise.

6.3. Notation and Remark. (A) Let n € N and let
K= (K1, Ko, ... kp) and A := (A1, A, ..., An) € NG

We write
k< Aifand only if k; < \; fori=1,2,...,n

and
k< Aif and only if K < X and k # A

(B) Keep the notations of part (A). Observe that
k< Aifand only if A — k € N}
and

£ < Aif and only if A —k € N{ \ {0}.

(C) We now introduce a few notations, which we will have to use later very frequently.
Namely, for

o= (061,042,...,0%),@: (61)627'--7ﬁn> € Ng
we set
M(a,

=S

) ={(a—k B—k)|keNy\{0} with k <, 3}
and

M(a, ) == {(a — &, — k) | k € Ny with k < a, 3} = M(a, 8) U {(a, B)}-

Moreover, we write
Mc(a, B) :={(A,5) € Ng x N§ | A < v and g < p for some (v, u) € M(a, 5)}.

Observe that
M(a, 8) € M<(a, B).
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6.4. Exercise. (A) Let n € N, let K be a field and consider the standard Weyl algebra

W(K, n) = K[Xl,XQ, e ,Xn,al,az, e ,an]
In addition, let
M= (Hhﬂh- .. 7:un)7 V= (Vl,VQ, . 7Vn) and

/

o= (), Y= (v, 1) €N

Moreover, let the sets
M(y+v,p+p) C M+, p+ 1) € Nj x Nj
be defined according to Notation and Remark 6.3 (C). Prove that

(X“0M) (X O™) — X2 ot e > ZXA0".

(Ax)EM(v+r/ pt-p')
and
(X¥0") (X7 0") € > zx*oe
(A &) EM(v+v/ utp)
(B) Let the notations be as in part (A) and let the set
M(y + v, u+ ') C Ny x Nj
be defined according to Notation and Remark 6.3 (C). Prove that

(X 0", X* 0] € S zxtes
(M E)EM(v+v/ ,pu+p')

(C) To give a more precise statement than what was just said in part (B), keep the

notations of Proposition 6.2 and set in addition

I:={k = (k,k,, ..., k) € N{ | ki <min{u},v;} fori=1,2,...

Use the product formula of Proposition 6.2 to show that

[XZQH, XL,Q“*/} = Z Ak XZ‘*'Z/_EQH*H/*E _ Z Ay XZ—‘FZ/_E/QHJFEI*E/.

kel\{0} k'el’\{0}

(D) Leti € {1,,2,...,n} and consider the n-tuple ¢; := (d;;)7—; = (0,...,0,1,0,...
Ni. Use what you have shown in part (C) to prove the following statements

- iXE Ee ) if 7 )
(a) [X xv02] = § X0 L
0 , if pu; = 0.

v X505 ity > 0;
0 5 if V; = 0.

,0) €
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6.5. Theorem. (The Reduction Principle) Let n € N, let K be a field and consider
the standard Weyl algebra

W(K,n) = K[Xl,XQ,...,Xn,ﬁl,ag,...,8n].

Letr € N, let
v = 0 and p'” : = (Sl D) e N, fori=1,2,... .7
and abbreviate

Moreover, let the set
M := Mc (v, p) C Nj x Nj
be defined according to Notation and Remark 6.3 (C). Then, we have

=1 (k,A)EM
Proof. We proceed by induction on r. The case r = 1 is obvious. The case r = 2 follows

from Proposition 6.2, more precisely from its consequence proved in Exercise 6.4 (A) (see
also Notation and Remark 6.3 (C)) . So, let r > 2. We set

r—1 r—1

V=Y v, W= Zﬂ(i) and M’ := M (/, 1t/).

i=1 i=1

By induction we have

r—1
_ H_Zm_ﬁm . XZIQH/ c Z ZXXQE N
i=1

(N &' )eM’

By the case r = 2 we have (see once more Notation and Remark 6.3 (C) and Exercise 6.4
(A))
= (XY X2 — Xrore N LXAoE =

(A,k)EM

[Tx" 02" — x29% = o + ox" 92"
i=1
it remains to show that
QXZ(T)QHW c M.
Observe that
oX? e e NXTr = N7 mx o xv ot
(A " )em!
Observe also that

N+ v K+ p™) € M for all (X, ') € M,
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so that in the notation introduced in Notation and Remark 6.3 (C) we have
MO + v K+ H(r)) C M for all (\,r') € M.
Hence, on application of Exercise 6.4 (A) it follows that

XY o Xg(r) ng c Z 7.X20% C Z ZX29"% = M,
(A w)EMX +1() 5/ +p(1) (Ak)EM
and this shows that indeed g&zm Qﬁm e M. O

Now, in the next section, we can show that the elementary differential operators form
a K-basis of the standard Weyl algebra W(K, n), provided the field K has characteristic
0. To prepare this, we add an additional exercise.

6.6. Exercise. (A) Let n € N and consider the polynomial ring K[X;, X, ..., X,]. More-
over, let

f= (pns s pn), and vo= (v, v, 1) € NG,

Fix i € {1,2,...,n} and prove by induction on ;, that

n mi—=le Vi— i oY . ' .
o (xn) =ar (][ X)) = {0 ko (Vi = R)XTT I X570 v 2
i=1 )

7

(B) Let the notations and hypotheses be as in part (A) and use what you have shown
there to prove that

n n

()~ [Tor (T ) -
i=1 j=1
I Zi:_ol(ui — k)X ity > forallie {1,2,...,n};
o, if v; < p; for some i € {1,2,...,n}.

IS LS v = X, ity > g
B 0, otherwise.

7. THE STANDARD BASIS

Now, we are ready to prove the fact that over a base field of characteristic 0 the
elementary differential operators form a vector space basis of the standard Weyl algebra.

7.1. Theorem. (The Standard Basis) Letn € N and let K be a field of characteristic
0. Then, the elementary differential operators

n n

XY = HXZV’HQ‘“ with p = (p1, o, - - -, ) and v := (v1, v, ..., vp) € Nj
i=1 i=1
form a K-vector space basis of the standard Weyl algebra
W(K,n) = K[Xl,XQ,. .. ,Xn781,82,. .. 7an]

So, in particular we can say
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(a) W<K7 Tl) = @Z,HGNQ KXZQE = @,ul,,uz,...”un,ul,ug,...,unENg K H?:l Xsz H?:l aih
(b) Fach differential operator d € W(K,n) can be written in the form

d= Y b xvor

H7ﬁ_
v,ueNg

with a unique family

(C(jé)g,ﬁeNg € H K = KM,

v,pENG
whose support

supp(d) = supp((cX))u pery) == {(z, p) € Ny x Ny | i) # 0}

1$ a finite set. We thus can write

= Y dxe

(v,pt) €supp(d)

Proof. We first show, that the elementary differential operators generate W(K,n) as a
K-vector space, hence that

W(K,n) = KXY0" =: M.

v,ueNg

Observe, that by definition each element d of W(K, n) is a K-linear combination of prod-
ucts of elementary differential operators. But by the Reduction Principle of Theorem 6.5
each product of elementary differential operators is contained in the K-vector space M.
It remains to show, that the elementary differential operators are linearly independent
among each other. Assume to the contrary, that there are linearly dependent elementary
differential operators in W(K, n). Then, we find a positive integer r € N, families

® W @) @ = (0 0y € Ng, (=1,2,...,7)

E ::(:LL17/1’27"'7/vbn = »¥n

with
(H(i)’z(i)) 4 (u(j),z(j)) for all 4,5 € {1,2,...,r} with i # j,

and elements
De K\{0} (i=12,...,1),
such that

d:=y cxor” — .
i=1
We may assume, that
\H(’")] = max{fﬁ(i)] li=1,2,...,1}
and that for some s € {1,2,...,7} we have

H(i) #+ H(T) for all 7 < s and H(i) = ﬁ(”) for all 7 > s.
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Then, it follows easily by what we have seen in Exercise 6.6 (B), that
[T, nxe”, ifs<i<vr

Xz(i)ﬁﬁ(i) (XE(T)) _ j=1Hj
- 0, if i < s.
So, we get
0— u(” Z (i )X”( )auu) u(” Z HM(T 'X”()
As Char(K) = 0, and as the monomials X* @ are pairwise different for i = s,s+1,...,7,
the last sum does not vanish, and we have a contradiction. (]

7.2. Definition and Remark. (A) Let the notations and hypotheses be as in Theo-
rem 6.5. We call the basis of W(K, n) which consists of all elementary differential opera-
tors the standard basis. If we present a differential operator d € W(K,n) with respect to
the standard basis and write

> dnxeor

v,peNg
as in statement (b) of Theorem 6.5, we say that d is written in standard form. The support
of a differential operator d in W(K, n) is always defined with respect to the standard form
as in statement (b) of Theorem 7.1. We therefore call the support of d also the standard
support of d.

(B) Keep the above notations and hypotheses. It is a fundamental task, to write an
arbitrarily given differential operator d € W(K, n) in standard form. This task actually
is reduced by the Reduction Principle of Theorem 6.5 to make explicit the coefficients of
the differences

Ag('@(') — HKZU)QH@) . Xzzrzl Z(i)QZZ?:lH(i) c Z ZXAQE.
i=1 (Aw)EM

This task can be solved by a repeated application of the Product Formula of Proposi-
tion 6.2 or — directly — by a repeated application of the Heisenberg relations. Clearly, this
is a task which usually is performed by means of Computer Algebra systems.

We now prove the following application, a result on supports, which will turn out to be
useful in the next section.

7.3. Proposition. (Behavior of Supports) Let n € N, let K be a field of characteristic
0 and consider the differential operators

dye e W(K,n) = K[X1,Xa,...,X,,01,0,...,0,]
For all (o, B) € Ny x Ni, let the sets
M(a, B) € M(a, B) € Ny x Ng
be defined according to Notation and Remark 6.3 (C). Then, we have

(a) (supp(d) Usupp(e)) \ (supp(d) Nsupp(e)) C supp(d + e) C supp(d) U supp(e).
(b) supp(cd) = supp(d) for all c € K\ {0}.
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(C) Supp(de) < U(Z,E)ESupp(d),(2’,3’)€Supp(€) M(Z+Z”M + ul)'

(d) Supp([d, e]) < U(Zvﬁ)GSUPp(d)v(Z/»&/)GSUPp(e) M + ¢, p+ ).

Proof. (a), (b): These statements follow in a straight forward way from our definition of
support, and we leave it as an exercise to perform their proof.

(c): In the notations of Theorem 7.1 we write

d = Z C(Z(ZX ZQE and e = Z C;?ﬁ,_z/_ﬁl.
)Ssupp(d) (i emap(©)
it follows that
de = Z CZC:ZCZ?H’—Z_E_H _ﬁ

(v,p) €supp(d),(v/,u")€supp(e)

But according to Exercise 6.4 (A) we have

supp(&ZQﬁKZ/Qﬁ/) C M(v+ v/, pu+ ) for all (v, p) € supp(d) and all (/, 1/') € supp(e).

— E (d) (&) yrvaw vy qu
de = CopCy e C-A O

(v,p1)€supp(d),(v/,p’) Esupp(e)
and, similarly
ed = DO xv g xroe,
(v,n)Esupp(d),(v',p’) Esupp(e)
It follows that

[de, ed] =de —ed =

- d) (e) yrapyr g
= ) oy X X2 —

/

(v,p)€supp(d),(v/,p’) Esupp(e)
(v,p)€supp(d),(v/,p’) Esupp(e)

_ E: (d) .(e) vap vy gy Vv ap yraw) _
- C&g@’ﬂ’( - - =X 7) -

/

(v,p)€supp(d),(v’,p’) Esupp(e)

(v,p)€supp(d), (v, ) Esupp(e)

By Exercise 6.4 (B) we have
supp([X20%, XY 9*]) C M(v + v, pu + ')
for all (v, u) € supp(d) and all (¢, ') € supp(e).

Now, statement (d) follows easily on repeated application of statements (a) and (b). O



32 MARKUS BRODMANN

7.4. Exercise. (A) Let n € N, let K be a field of characteristic 0 and consider the standard
Weyl algebra
W=W(K,n)=K[X1,Xs,...,X,,01,00,...,0,]

Prove in detail statements (a) and (b) of Proposition 7.3.

(B) Let the notations and hypotheses be as in part (A). Present in standard form the
following differential operators:

8%X12 - X181X1 - 1, 812X12(912 - 61X12, 82X1X281 + 81X1X2 € W(K, n)

(C) Keep the notations of part (A), but assume that n = 1 and Char(K) = 2. Compute
01 (X7) for all v € Ny and comment your findings in view of the Standard Basis Theorem.

(D) Keep the notations of part (A), let
d= 3 X0t ew, () € K\{0}V(xp) € supp(d))

Y, Vb
(v,pt)€supp(d)
(see Theorem 7.1) and let @ € {1,2,...,n}. Use Exercise 6.4 (D) to prove the following
equalities:
(d) yrvou—e;
(a‘) [XZ’ d] = - Z(H,H)ESupp(d);ui>[) Micz,gxféﬁ .
(d) yv—e,
(b) [a“ d} = Z(z,ﬁ)Esupp(d):ui>0 Vick,ﬁzi %Q&'
Conclude that
(c) d=0&Vie{l,2,...,n}: [X;,d] = [8;,d] =0.

As another application of the Standard Basis Theorem we now can prove

7.5. Corollary. (The Universal Property of Weyl Algebras) Let n > 2 and let the
notations and hypotheses be as in Theorem 7.1. Let B be a K-algebra and let

¢I{X17X2,...,Xn,al,ag,...,an} —>B

be a map "which respects the Heisenberg relations “ and hence satisfies the requirements

(1) [¢(X5), 0(X;)] =0, foralli,j € {1,2,...,n};
(2) [¢(X5), 0(0;)] = —dij,  foralli,je{l1,2,...,n};
(3) [9(0:), 9(9;)] =0, foralli,j € {1,2,...,n}.

Then, there is a unique homomorphism of K-algebras
¢:W(K,n) — B
such that B B
&(X;) = o(X;) and ¢(0;) = ¢(0;) for alli=1,2,... n.
Proof. According to Theorem 7.1 there is a K-linear map
¢ : W(K,n) — B given by

n n

g(XZQﬁ) = H¢(Xl)” Hqﬁ(@i)“i for all
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o= (p1, 2y -, i) and v = (v1, v, ..., 1) € Nj.

Next, we show, that the previously defined K-linear map gg is multiplicative, and hence
satisfies the condition that

o(de) = ¢(d)p(e) for all d;e € W(K,n).
As the multiplication maps
W(K,n) x W(K,n) — W(K,n),(d,e) = de and BxB — B,(a,b)— ab

are both K-bilinear, it suffices to verify the above multiplicativity condition in the special
case where
d:= X%9" and e := XX
with
M= (Ml,uz,..-,un), V= (V1,V2, o ,Vn) and

/

o=y, ), V= (4,0, ) €N

But this can be done by a straight forward computation, on use of the Product Formula
of Proposition 6.2 and on application of Lemma 6.1 with

a; » ¢(X;) and d; == ¢(0;) for all i =1,2,... n.

It remains to show, that ¢ W(K,n) — B is the only homomorphism of K-algebras
which satisfies the requirement that

O(X;) =o(X;) and  $(9;) = () for all i = 1,2,... n.

But indeed, if a map gg satisfies this requirement and is multiplicative, it must be defined
on the elementary differential operators as suggested above. This proves the requested
uniqueness. 0

7.6. Exercise. (A) Let n € N, let K be a field of characteristic 0. Show, that there is a
unique automorphism of K-algebras

a: W(K,n) — W(K,n) with a(X;) = 9; and a(9;) = =X, for all i = 1,2,...,n.

(B) Keep the notations and hypotheses of part (A). Present in standard form all ele-
ments a(X}/0!) € W(K,n) with p, v € N.

8. WEIGHTED DEGREES AND FILTRATIONS

In this Section we introduce and investigate a particularly nice class of filtrations of
the standard Weyl algebras, the so-called weighted filtrations. To do so, we first will
introduce the related notion of weighted degree of a differential operator.

8.1. Convention. Throughout this section we fix a positive integer n, a field K of char-
acteristic 0 and we consider the standard Weyl algebra

W:W(K,n) :K[Xl,XQ,...,Xn,al,ag,...,an]
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8.2. Definition and Remark. (A) By a weight we mean a pair
(v,w) = ((v1,v2,...,05), (W1, wa,...,wy,)) € Ny x Nj
such that
(v, w;) # (0,0) forall t =1,2,...,n
For
a:=(a,as,...,a,), b:=(by,by,...,b,) €R"

we frequently shall use the scalar product

n
= E azbz
=1

(B) Fix a weight (v,w) € Nj x Nj. We define the degree associated to the weight (v, w)
(or just the weighted degree) of a differential form d € W by

deg”*(d) :=sup{v-v+w - p | (v, p) € supp(d)}.
with the usual convention that sup(f)) = —oo.
Observe that by our definition of weight, for all d € W and all p,v € Ny — and using the
notations of Notation and Remark 6.3 (C)— we can say:
(a) deg™(d) € Ng U {—o0} with deg”(d) = —o0 if and only if d = 0.
(b) If A <vand g < p for all (A, k) € supp(d), then

deg™(d) <v-v+w- p.
(c) If supp(d) € Mc(v, p), then

deg™(d) <v-v+w- p.
(C) Keep the notations and hypotheses of part (B). We fix some non-negative integer
1 € Ny and set
W = {d € W | deg™(d) < i}.

Observe, that we also may write

W — & K X0~

(A
v,peENf v vtw-p<e

8.3. Lemma. Let (v,w) € N§ x Nj be a weight and let d,e € W. Then we have
(a) deg”(d + e) < max{deg”(d),deg"™(e)}, with equality if deg”*(d) # deg®(e);
(b) deg™(cd) = deg™(d) for all c € K \ {0}.
(c) deg?(de) < deg?(d) + deg™(c);
(d) deg” ([d,e]) < deg™(d) + deg™(e).

Notice: In statement (c) actually equality holds. We shall prove this later (see Corol-
lary 9.5).
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Proof. (a): The stated inequality is clear by the second inclusion of the following relation
(see Proposition 7.3 (a)):

(supp(d) U supp(e)) \ (supp(d) Nsupp(e)) < supp(d + €) C supp(d) U supp(e).
It remains to establish the stated equality if deg”™(d) # deg®(e). It suffices to treat the
case in which deg”(d) < deg”(e). In this case, there is some
(v, 1) € supp(e) \ supp(d) with v-v +w - p = deg™(e).
By the first of the previous inclusions we have (v, 1) € supp(d + e) and hence

deg™(d+e) > v-v+w- pu= deg™(e).

By the already proved inequality deg®(d + e) < max{deg”“(d), deg**(e)} it follows that
deg™(d + e) = deg™(e).

(b): This is obvious.
(c): This follows easily by Proposition 7.3 (¢) and Definition and Remark 8.2 (B) (b).

(d): This follows in a straight forward manner by Proposition 7.3 (d) and Definition
and Remark 8.2 (B) (c). O

8.4. Theorem. (Weighted Filtrations) Let
((vl, Vo, ooy Un)s (W1, wa, . .. ,wn)) = (v,w) € Nj x Nj

be a weight. Then, the family
W = (Wi = {d € W | deg™(d) < i})

i€Ng

is a commutative filtration of the the K-algebra W = W(K, n).
Moreover, the following statements hold.

(a) W5* = K[X;,0; | vi = 0,w; = 0], so that W§* is a commutative polynomial
algebra in the variables X; and 0; for which either v; =0 or else w; = 0.
(b) Let § = d(vw) = max{vy, va, ..., Uy, W1, Wa, ..., w,}. Then, for all i > § it holds

5

W =) " WEewW

j=1

(c) The filtration We* = (W%w)ieNo is of finite type.

Proof. Tt is clear from our definitions, that
Wi C Wi foralli € No, 1€ Wg* and W= | W™
i€Ng
On use of Lemma 8.3 (¢) it follows immediately that

Wffww%” C W%ﬁ; for all 4,5 € Ny.
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So the family (W7* := {d € W | deg”*(d) < i})ieNO constitutes indeed a filtration on the
K-algebra W.

Now, let 7, j € Ny, let d € Wi and let e € W*. Then by Lemma 8.3 (d) we have
deg™ (de — ed) = deg™ ([d, €]) < deg™(d) + deg™(e) —1 <i+j—1,

so that
de —ed € Wi/ ;.

This proves, that our filtration is commutative (see Definition 3.3).

(a): Set
S={i=12,...,n|v; #0}and T:={j=1,2,....,n | w; # 0} and

S:={1,2,...,n}\Sand T := {1,2,...,n} \ T.
Let v, p € Nj. Then
v-v+w-p=0if and only if v; =0 for all : € S and p; =0 for all j € T,
But this means that
WL = Z K H X =
(Vi)iegv(uj)jef ieg,jET
= K[X“a] | V; = O,U)j = O]

It remains to show, that this latter ring is a commutative polynomial algebra in all the
variables X; and 0; for which either v; = 0 or else w; = 0. In view of Theorem 7.1 it
suffices to show that X;0; = 0,X; for all ¢,j with v; = v; = 0. But as (v, wy) # (0,0)
for all k = 1,2,...,n (see Definition and Remark 8.2 (A)), this is clear by the Heisenberg

relations (see Proposition 5.4 (b)).
(b): Let i > 9. Let

V= (V1>V27--->Vn>> K= (:ub/v@?"'uu’n) GNSL with

0 :=deg™ (X¥0) =v-v+w-p <

We aim to show that

Zwvwwvw — M.

If 0 <0 this is clear as ¢ > 0 implies ¢ 2 1, so that
WEE = WESWSE C WISWE, C M.
So, let ¢ > 0. Then either

(1) there is some p € {1,2,...,n} with v, > 0 and v, > 0, or else,
(2) there is some ¢ € {1,2,...,n} with w, > 0 and p, > 0.



NOTES ON WEYL ALGEBRAS AND D-MODULES 37

In the above case (1) we can write

X¥9" = X,d, with d .= (] X7 ") o
k=1
As deg™(X,) = v, < § and deg™(d) = 0 — v, it follows that
X#ot = Xpd € Wi W2, C WieW;= - C M.
In the above case (2) we may first assume, that we are not in the case (1). This means in
particular that either v, = 0 or v, = 0, hence v,v, = 0, so that
deg™*(X[70,) = wy < 0.

Now, in view of the Heisenberg relations, we may write

n
XU9" = X1d,e with e = [ xv [ ap" .
s#£q k=1
As v, v, = 0, we have deg™(e) = 0 — w,, and it follows that
X9k = X0, € W%Wg%wq C W%W;fwwq C M.
But this shows, what we were aiming for, hence that
X*#0" € M whenever v-v+w - pu <.
But this means that 5
LW _ LW VW
W = Y s
j=1
and hence proves statement (b).

(c): This is an immediate consequence of statements (a) and (b) (see Definition and
Remark 3.4 (C)). O

8.5. Definition. Let the notations and hypotheses be as in Theorem 8.4. In particular,
let

((U17U27 ce 7U7Z)7 (wla Wa, . .. 7’[1)”)) = (QJM) € NEL X NBL
be a weight. Then, the filtration
W — (W%w)ieNO = ({d € W | deg™“(d) < i})iENO

is called the filtration induced by the weight (v, w). Generally, we call weighted filtrations
all fltrations which are induced in this way by a weight.

8.6. Definition and Remark. (A) We consider the strings
0:=(0,0,...,0), Ll:=(1,1,...,1)eN"

and a differential form d € W. We define the standard degree or just the degree deg(d) of
d as the weighted degree with respect to the weight (1,1) € Nj x N, hence

deg(d) := deg(d).
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Observe that
deg(d) == sup{|v| + |p| | (v, p) € supp(d)}.
The corresponding induced weighted filtration

Wiee = Wit = (W) . = ({d € W | deg(d) < })

it JieNg 1€Ng

is called the standard degree filtration or just the degree filtration of W.

(B) Keep the notations and hypotheses of part (A). The order of the differential oper-
ator d is defined by

ord(d) := deg®(d).
Observe that
ord(d) = sup{[p| | (v, p) € supp(d)}.

The corresponding induced weighted filtration

W= Wt = (W) = ({d e W ord(d) <i})

i€Np 1€Np

is called the order filtration of W.

Now, as an immediate application of Theorem 8.4 we obtain:

8.7. Corollary. Let the notations be as in Convention 8.1. Then it holds

(a) The degree filtration W is very good.
(b) The order filtration W is good and W' = K[X1, Xo, ..., X,].

Proof. In the notations of Theorem 8.4 (b) we have
5(1,1) = 1 and 6(0, 1) = 1.
Moreover, by Theorem 8.4 (a) we have
Wit = K and Wit = K[X, Xo, ..., X,)]

This proves our claim (see Definition and Remark 3.4 (C)). O

8.8. Exercise. (A) Show that the degree filtration is the only very good filtration on W.

(B) Write down all weights (v,w) € NI x NI for which the induced filtration Wg* is
good.
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9. WEIGHTED ASSOCIATED GRADED RINGS

This Section is devoted to the study of the associated graded rings of weighted filtra-
tions of standard Weyl algebras. We shall see, that these are all naturally isomorphic to
polynomial rings.

9.1. Convention. Again, throughout this section we fix a positive integer n, a field K of
characteristic 0 and consider the standard Weyl algebra
W:=W(K,n)=K[X1,Xo,...,Xpn, 01,00, ...,0]
In addition, we introduce the polynomial ring
P:=KW,Ys,....Y0, 21, Zo,..., Zy)
in the indeterminates Y7, Ys,...,Y,, 21, 2>, ..., Z, with coefficients in the field K.

9.2. Definition and Remark. (A) Fix a weight (v,w) € Nj x Nj and consider the
induced weighted filtration We*. To write down the corresponding associated graded
ring, we introduce the following notation:

= (B G = Gryges (W) = @B Grygee (W

1€Np 1€Np

(B) Keep the above notations and hypotheses. For each j € Z we introduce the

notations:
H’?j—{(zg)EN”xN’Sly-z w-p < gk
I = {(np) € Ny x NG | v v+ wep = g
Fix some i € Ny. Observe that
GU’IU — W’U’LU/W’L 1 —
( D KXo/ D Kxo)-

(v, u)e]I”—?” (v, EHZ 1
( p Kxoe( G ExM/( P KX

( GHZ 1 (v,p) DS (v, G]IZ 1

As a consequence, we get an 1sornorphlsrn of K-vector spaces

L P Kxror = G
(vp)ErZ}
such that
u(XEPH) = (XPOR+ W) € W /W = G2 for all (v, p) € I2%.

=17

In particular we can say:

The family ((X*0%)" := /(X ZQE)) v 1s & K-basis of G; .

) €T

We call this basis the standard basis of G7*. Its elements are called standard basis ele-
ments of the associated graded ring G*“.
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(C) Keep the previously introduced notation. We add a few more useful observations
on standard basis elements. First, observe that we may write

(a) (XPOM)* € Gypyay for all (v, p) € Ni x Np.

(b) X7 € G5 and 07 € Gy for all 1,5 € {1,2,...,n}.
Moreover, by the observations made in part (B) we also can say that all standard basis
elements form a K-basis of the whole associated graded ring, thus:

(¢) The family ((X¥9")*) is a K-basis of G*2.

(v,)ENG xNg
Finally, as the associated graded ring is commutative, and keeping in mind how the
multiplication in this ring is defined (see Remark and Definition 3.1 (B)) we get the
following product formula

(d) (x#0%) = (TIin X7 TTm 0) " = T (X0) ™ TTim (7)™ = (X7)"(27)"

9.3. Exercise and Definition. (A) We fix a weight (v,w) € Nj x Nij. As in Definition
and Remark 9.2 (A) we use again the notation

IZ ={(y,n) eNg x N v v+w-p=i}
and consider the K-subspace

P = P KY“Z'CPforallicN.

(v,p)el=y

of our polynomial ring P = K[Y1,Ys,...,Y,, 21, Zs,..., Z,]. Prove the following state-
ments:

(a) K C P
(b) P?waP’Efw C ]P’fjwj for all 7, j € Np.
(c) P= @ieNo IP)%LU‘
(B) Let the hypotheses and notations be as in part (A). Conclude that
the family (]P’%w)ieNo defines a grading of the ring P.

We call this grading the grading induced by the weight (v, w) € Nj x Nj. If we endow our
polynomial ring with this grading we write it as P*%, thus

P =P = PP

i€Np

9.4. Theorem. (Structure of Weighted Associated Graded Rings) Let (v,w) €
Ni x Ni be a weight. Then there exists an isomorphism of K-algebras, which preserves
gradings (see Convention, Reminders and Notations 1.1 (1)).

nw:P:IP’wi)Gw
given by
Y, = n™(Y;) = X7, foralli=1,2,...,n
Zj—r n(Z;) =05, forallj =1,2,... n.
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Proof. According to the universal property of the polynomial ring P there is a unique
homomorphism of K-algebras
P — G*™*

such that
Y = n™(Y;) = X/, foralli=1,2,.
Zj v n(Z;) = 05, forallj:l,Q,...,n
In view of the product formula of Definition and Remark 9.2 (C) we obtain
e (XZZH) = (XKQE)* for all v, p € Ng.

In particular n*® yields a bijection between the monomial basis of the polynomial ring P
and the standard basis of the associated graded ring G*. So, n** is indeed an isomor-
phism. But moreover, for each ¢ € Nj it also follows that n** yields an bijection between
the monomial basis of the subspace P7* C P and the standard basis of G{*. But this
means, that n*¥ preserves the gradings. 0

In Lemma 8.3 (c¢) we have seen that weighted degrees are sub-additive, which means
that deg”(de) < deg™(d) + deg™(e) for all d,e € W. As an application of Theorem 9.4
we now shall improve on this and show, that weighted degrees are indeed additive, which
means that the above inequality is in fact always an equality.

9.5. Corollary. (Additivity of Weighted Degrees) Let (v,w) € Nj x N be a weight
and let d,e € W. Then

deg”(de) = deg™(d) + deg™“(e).
Proof. If d =0 or e = 0 our claim is clear. So let d,e # 0. We have
i:=deg”™(d) € Ny and j := deg™(e).
We use again the notation

IZ, = {(rx,u) e Ng xNj |v-v+w-p=Fk}forall k € Ny

EB Ok and N = EB KXY%0".

) Uw (l/ u E]Ii

and set

We then may write
d=a+r with a € M\ {0} and deg™(r) < i;
e=b+switha e N\ {0} and deg™(s) < j.
We thus have
de =ab+ (as+rb+rs)

By what we know already about degrees we have deg”(as+rb+rs) < i+j (see Lemma 8.3
(a), (c)). So, in view of Lemma 8.3 (a) it suffices to show that

deg”™(ab) =i+ j.
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To do so, we write

a= Z C(Z‘TLXZQ—, with cz‘z € K\ {0} for all (v, ) € supp(a) and
(v,p)€supp(a) B -
b= Z ¢y MK”Q‘L, with (Z’ﬁ’ e K\ {0} for all (v, 1) € supp(b).

(v ,p")€supp(b)
It follows that

ab = Z cz‘féc;,? E_Z_ﬁ_zl_ﬁl.
(v €supp(a) and (' u)Esupp(b)
By Exercise 6.4 (A) and in the notation of Notation and Remark 6.3 (C), it follows that
XUQEXY ot — XU et ¢ > KX*0"
(Aw)EM(v+r/ ut-p')

for all (v, ) € supp(a) and all (v, ) € supp(b). Observe that

(v+v,p+p) eIz, for all (v, p) € supp(a) and all (¢, i) € supp(Db).

So, by Definition and Remark 8.2 (B)(c) it follows that
deg (X2OLXY QM — XUH grt') < 4
for all (v, ) € supp(a) and all (¢, i) € supp(b). If we set
ho— Z @ Cz(/ /) / sz’ QEJFE/_
(v,p)€supp(a),(v’,p’) Esupp(b)

and on repeated use of Lemma 8.3 (a) and (b) we thus get

deg”™(ab — h) =

deg™| Z @) c,(/?ﬁ,( VORXY QL — XU gt < 4 5.

(v,p)€supp(a),(v,u')Esupp(b)
So, we may write
ab = h + u with deg"(u) < i+ j.
By Lemma 8.3 (a) it thus suffices to show that deg®(h) =i+ j. As
h= > e Xt e (B KXYO"
(v,p)€supp(a),(v’,p’)Esupp(b) (vp)ely,

It suffices to show that h # 0. To do so, we consider the two polynomials

f= ) 9y zteP and
(v,p)€supp(a)
g = (K,)u YY z¢ € [P’”“’
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As supp(a) and supp(b) are non-empty, and all coefficients of f and g are non-zero, we
have f # 0 and g # 0. As P is an integral domain. it follows that fg # 0. We set
h* = (h+ W7 ) € Wi,/ Wil | = G,
so that ()
x a v+ qutp’ ) *
n = > o) el (X ),
(v,p)€supp(a),(v/,p’) Esupp(b)
Applying the isomorphism
P =pP® — G™

of Theorem 9.4, we now get

o a)y v ) v o'y
0#n™(fg)=n([ > doyezi[ Y )Y z¢]) =
(v,pt)€supp(a) (v ,p")€supp(b)
=7 > Y2 ) =
(v,p)€supp(a),(v’,p’) Esupp(b)
_ a) .(0) ww vty optp’)
= > c;;cz,ﬂ,n (Yt zete) =
(v,p)€supp(a),(v/,p’) Esupp(b)
_ a) () vV autp' ¥ 1k
- > CYCyr (XETE Q)T = .
(v,p)€supp(a),(v/,p’) Esupp(b)
But this clearly implies that h # 0. 0J

9.6. Corollary. (Integrity of Standard Weyl Algebras) The standard Weyl algebra
W is an integral domain:

If dye € W\ {0}, then de # 0.

Proof. Apply Theorem 9.4 and keep in mind that an element of W vanishes if and only if
its degree (with respect to any weight) equals —oo. 0

9.7. Exercise. (A) We fix a weight (v, w) € Nj x N{ and set
Prove the following statements

(b) If 4,7 € T, then i 4 j € 2.

() G #0& P £0s il

%% ig called the degree semigroup associated to the weight (v, w).

(B) Let n = 1, v = (p) and w = (q), where p,q € N are two distinct prime numbers.
Determine I'** and the standard bases of all K-vector spaces

P and G for ¢ € I,
at least for some specified pairs like (p, q) = (2,3),(2,5),(5,7),...



44 MARKUS BRODMANN

(C) Show, that the ring Endg (K[X1, Xa, ..., X,]) is not an integral domain.

10. FILTERED MODULES

Now, we aim to consider finitely generated left-modules over standard Weyl algebras:
the so-called D-modules. Our basic aim is to endow such modules with appropriate
filtrations, which are compatible with a given weighted filtration of the underlying Weyl
algebra. This will allow us to define associated graded modules over the corresponding
associated graded ring of the Weyl algebra - hence over a weight graded polynomial ring.
We approach the subject in a more general setting.

10.1. Definition and Remark. (A) Let K be a field and let A = (A, A.) be a filtered
K-algebra. Let U be a left-module over A. By a filtration of U compatible with A, or just
an A,-filtration of U we mean a family

Us = (Us)iez
such that the following conditions hold:

(a) Each Uj; is a K-vector subspace of U;
(b) (]Z g Ui—f—l for all 7 € Z,

(C) U= UieZ U’L;
(d) A;U; C Uy for all i € Ny and all j € Z.

In requirement (d) we have used the standard notation

AU; = Z K fu for all i € Ny and all j € Z,
(f,u)EAiXUj
which we shall use from now on without further mention. If an A,-filtration U, of U is

given, we say that (U,U,) or — by abuse of language — that U is a A, filtered A-module
or just that U is a filtered A-module.

(B) Keep the notations and hypotheses of part (A) and let U, = (U;);cz be a filtered
A-module. Observe that

For all ¢ € Z the K-vector space U; is a left Ap-submodule of U.

(C) We say that two A,-filtrations U.(l), U are equivalent if there is some r € Ny such

that
(a) U C UZ-(2) - UY for all i € 7.

=7 1+7r

Later, we shall use the following observation.

Assume that the obove condition (a) holds, let i € N and let a € A;. Then we have
(b) aUY C U, foralljeZ = UM CUY,,  foralljeZandallk € N,

(c) aU}l) cul)_foralljez = a2”+1Uj(2) - U@)(

jHi-1 it(2r1)i—1 forall j € Z.
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To prove statement (b), we assume that aU; M c Uj 4iq for all j € Z and proceed by

induction on k If £ = 0 our claim is obvious. If k > 0, we may assume by induction that

ak_lUJ( - U]+(k 11 for all j € Z, so that indeed
kpr(1) _ k-1 (D .
a*U;" = aa Uj U]+k 1(i-1) CUJ+k D(i—1)+(i-1) = UJH“ 1 for all 5 € Z,

and this proves statement (b). If we apply statement (b) with & = 2r 4+ 1 and observe
condition (a), we get

cu®?

2r+177(2) 2r+177() — 77(1)
a” U Ca” U, C U JA2r+(2r41)(i—1)

Jj+r = Y j+r+(2r+1)(i—-1)
_ _ 772 _ 772
= Uj+2r+2n—2r+i—1 = U orivic1 = Uj+ 2r41)i—1 for all j € Z,

and this proves statement (c).

10.2. Remark and Definition. (A) Let K be a field and let A = (A, A,) be a filtered K-
algebra and let U = (U, U,) be an A,-filtered A-module. We consider the corresponding
associated graded ring

Gr(A) = Gra,(A) = @ Ai/Ai.
i€Ng
and the K-vector space
Gr(U) = Gr, (U) = P UiV
1EZ
For all 2 € Z we also use the notation
GI‘(U)z = GIU.(U>Z' = Ui/Uz’—b
so that we may write

Gr(U) = Gy, (U @ Gry, (U

(B) Let i € Ny, let j € Z let f, f' € A; and let g, ¢’ € U; such that
=f—f €A andk:=g—g €U;_,.
It follows that
fo—fd =fg—(f—h)(g—Fk)=fk+hg—hk
e AU+ +AUj+ A, U;_, C
C Uiy-1) t Ujsi—y) + Ui—y+—1) € Uiyj1-
So in Uiy /Uirj—1 = Gry, (U)iy; C Gry, (U) we get the relation
f9+Uirjo1=fg + Uisja.

This allows to define a Grg, (A)-scalar multiplication on the K-space Gry, (U) which is
induced by

(f +Aic)(g+ Uj1) = fg+ Uiyj
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for all i € Ny, all j € Z, all f € A; g € U;. More generally, if r, s € Ny, t € Z,

f= ZE, with f; € A; and f; = (fi + Aj_1) € Gry, (A); for all i =0,1,...,7,
i=0

and
t+s
g=>Y 7;, withg; € Ujand g; = (g; + Uj_1) € Gry, (U); for all j =¢,t+1,...,t +s,
j=t
then
. r+i+s . r+i+s
9= Z Z fig; = Z Z (figj + Uitj1)
k=t itj=k k=t i+j=k

(C) Keep the above notations and hypotheses. With respect to our scalar multiplication
on Gry, (U) we have the relations

Gry, (A);Gry, (U); € Gry, (U)yj for all 4, j € Z.
So, the K-vector space Gry, (U) is turned into a graded Gr 4, (A)-module

Gry, (U) = (GTU.(U)7 (GrU.<U)i)i€Z) = @ Gry, (U);
i€z
by means of the above multiplication. We call this Gr 4, (A)-module Gry, (U) the associated
graded module of U with respect to the filtration U,. From now on, we always furnish
Gry, (U) with this structure of graded Gr,(A)-module.

10.3. Definition. Let K be a field and let A = (A, A,) be a filtered K-algebra. Assume
that the filtration A, is commutative, so that the corresponding associated graded ring

Gr(A) = Gra, (A) = @ Ai/Ai
1€Np
is commutative.

Moreover, let U = (U,U,) be an A,-filtered A-module and consider the corresponding
associated graded module

Gr(U) = Gry, (U) = P U/U.
i€Z

in addition, consider the annihilator ideal

AIlIlGrA.(A) (GI“U.(U)) = {f € GI"A. (A) | fGrU, (U) = 0}
of the Gry, (A)-module Gry, (U). We define the characteristic variety Vi, (U) of the A,-
filtered A-module U = (U, U,) as the prime variety of the annihilator ideal of Gry, (U),
hence

Vv, (U) := Var(Anng, ,, (4)(Gry, (U))) C Spec(Gra, (A)).
We also call this variety the characteristic variety of the left A-module U with respect to
the Ao-filtration U, or just the characteristic variety of U with respect to U,.
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10.4. Proposition. (Equality of Characteristic Varieties for Equivalent Fil-
trations) Let K be a field and let A = (A, A,) be a filtered K-algebra. Assume that the
filtration Ae is commutative (see Definition 3.3). Let U be an A-module which is endowed

with two equivalent Ae-filtrations U.(l) and U.(2). Then

Vo (U) =V, (V).

U.(l) U.(Q)

Proof. We have to show that

\/AnnGrA. (4) (GI“U.(:l) (U)) = \/AnnGrA.(A) (GTU.(z) (U)) .

By symmetry, it suffices to show that

\/AnnGrA.(A) (G’I'U.(l) (U)) - \/AnnGrA. (A) (GI“U'(z) (U)) .

In view of the fact that the formation of radicals of ideals is idempotent, it suffices even
to show that

AnnGrA (A) Gr 1) \/AnnGrA U£2) (U)) .

As Gr,;o)(U) is a graded Gry, (A)—module, its annihilator is a graded ideal of Gra,(A).
So, it finally is enough to show, that

a € /Anng,, (4)(Gr, 2 (U)) for all i € Ny and all @ € Anng,, () (Gr,,0 (U))..
A.( ) U, Ao( ) U, 7

So, fix some i € Ny and some
a € AHHGrA (GrU<1 (U))l g GI‘A. (A)z = AZ/AZ,1

We chose some a € A; with a =a+ A;_1 € A;/A;_1.. For all j € Z we have in GrU<1)(U)
the relation

U + UL = (a+ AU UP) = U jUu) = aGryw (U); =0,

J

and henCe
CLZ/ (1) C l/(l) fOl“ a].l ] E Z
j = Yiti—1 J .

According to our hypotheses we find some r € Ny such that U lgi)T C U,iz) cU, ,SF)T for all
k € Z. By Definition and Remark 10.1 (C)(c) we therefore have

2r+1 U(2) C U

S 2r1)ie1 for all j € Z.

So, for all j € Z we get in U@ r(r)i /U GI’U(2)(U)]+(2T+1 the relation:

Jj+(2r+1)i—1

@ Gry, (U); = (a* ! + A(2r+1)ifl)(U](2)/U](f)l) < azr“U /U = 0.

Jj+(2r+1)i—

This shows that @' € Anng,,, (a) (GrU(z)(U )) and hence that indeed

a € \/AnnGrA. (A) (GI"U.(Q) (U)) .
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So, provided (A, A,) is a commutatively filtered K-algebra (see Definition 3.3), the
characteristic variety of an A,-graded A-module (U, U,) depends only on the equivalence
class of the filtration U,. This allows us to define in an intrinsic way the notion of
characteristic variety of a finitely generated (left-) module over the filtered ring A. We
work this out in the following combined exercise and definition.

10.5. Exercise and Definition. (A) Let (A, A,) be a filtered K-algebra and let U be a
(left) module over A.

Let V' C U be a K-subspace such that U = AV.

Prove the following claims:
(a) A;V =0 forall i <O.
(b) The family A,V := (Aiv)iez is an A,-filtration of U.
The above filtration A,V is called the A,-filtration of U induced by the subspace V.

(B) Let the notations and hypotheses be as in part (A). Assume in addition that
s :=dimg (V) < oo.
Prove that

(a) U is finitely generated as an A-module;
(b) A;V is a finitely generated (left-) module over Ay.
(c¢) The graded Gryu,(A)-module Gra,y(U) is generated by finitely many elements
91,92, -5 95 € GrA.V(U)O'
Keep in mind that we can always find a vector space V' C U of finite dimension with
AV = U if the A-module U is finitely generated.

(C) Let the notations and hypotheses be as above. Let V) V2 C U be two K-
subspaces such that
AVW = AV @ = U and dimg (VWY), dimg (VP) < oo,
Prove that

(a) The two induced A,-filtrations AV and A,V are equivalent.
(b) If the filtration A, is commutative, it holds

VA.V(l) (U) - VA.V(2> (U)

(D) Keep the above notations and hypotheses. Assume that the filtration A, is com-
mutative and that the (left) A-module U is finitely generated. By what we have learned
by the previous considerations, we find a K-subspace V' C U of finite dimension such
that AV = U, and the characteristic variety V4,1 (U) of U with respect to the induced
filtration A,V is independent of the choice of V. So, we may just write

Va, (U) =V, (U),

and we call V4, (U) the characteristic variety of U with respect to the (commutative !)
filtration A, of A. This is the announced notion of intrinsic characteristic variety.
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(E) Keep the above notations. Assume that the filtration A, is of finite type (see
Definition and Remark 3.4 (C)) and that the (left) A-module U is finitely generated. The
A, filtration U, of U is said to be of finite type if

(a) There is some jy € Z such that U; = 0 for all j < jo;

(b) There is an integer o such that:
(1) Uj is finitely generated as a (left) Ag-module for all j < o and
(2) U; = Zj<a AjUi—j for all 2 > o.

In this situation o is again called a generating degree of the A,-filtration U, (compare
Definition and Remark 3.4 (C)). Prove that in this situation, we have

AU, CU;, = 20: A;i_;U; C AU, for all ¢ > o.
j=jo
As U, is a finitely generated Aj-module, we may chose a K-subspace V' C U such that
dimg (V) < oo and AV = U,.
Prove that for this choice of V' we have:

U = AV and the filtrations U, and A,V are equivalent.

As a consequence it follows by Proposition 10.4 and the observations made in part (D),
that
Vo, (U) =V 4, (U) for each A,-filtration U, which is of finite type.

11. D-MODULES

11.1. Convention. (A) As in section 9, we fix a positive integer n, a field K of charac-
teristic 0 and consider the standard Weyl algebra

W:=W(K,n) = K[X1,Xs,...,X,,01,0,...,0,]
In addition, we consider the polynomial ring
P:=KW,Ys,....Y0, 21, Zo,...,2,)
in the indeterminates Y7, Ys,....Y,, Z1, 2, ..., Z, with coefficients in the field K.

(B) Let (v,w) € NI x N be a weight. We consider the induced weighted filtration Wg*
and also the corresponding associated graded ring.

G*™ = P G = Gryun (W) = P Gy (W) .

i€Ng 1€Np

(see Definition and Remark 9.2 (A)).

(C) Moreover, we shall consider the polynomial ring

P =P = PP

1€Ng
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furnished with the grading induced by our given weight (v, w) (see Exercise and Defini-
tion 9.3 (B)), as well as the canonical isomorphism of graded rings (see Theorem 9.4):

P =P 2 G

11.2. Definition and Remark. (A) By a D-module we mean a finitely generated left
module over the standard Weyl algebra W.

(B) Let U be a D-module. If U, is a We*-filtration of U, we may again introduce
the corresponding associated graded module of U with respect to the filtration U, (see
Definition 10.3):

GI“U.(U) = @ Ui/Ui—la
i€z
which is indeed a graded module over the associated graded ring G*®. But, in fact, we
prefer to consider Gry, (U) as a graded P*-module by means of the canonical isomor-

phism n*¥ : P = P =, G,

(C) Keep the notations and hypotheses of part (B). Then, we may again consider the
characteristic variety of U with respect to the filtration U,, but under the previous view,
that Gry, (U) is a graded module over the graded polynomial ring P = P*2. So, we define
this characteristic variety by

Vi, (U) == Var(Annpu (Gry, (U))) = Var((n*2) ™' [Annges (Grg, (U))]) € Spec(P).
Observe in particular, that the ideal
Annpuw (Gry, (U)) = (7*%) "' [Anngew (Gry, (U))] € P2
is graded.
(D) Finally, as U is finitely generated, we may again chose a finite dimensional K-
subspace V' C U such that WV = U, and then consider the induced filtration We“V of

U and the corresponding intrinsic characteristic variety (see Exercise and Definition 10.5
(D)) of U with respect to the weight (v, w), hence:

VE(U) = Vigpe (U) = Vigzey (U).
11.3. Example. (A) Keep the above notations and let

di= Y dDxe9r e W {0} and § == deg™(d),

(v,pt)€supp(d)

with C(JL) € K\ {0} for all (v,pu) € supp(d). We also consider the so-called leading

differential form of d with respect to the weight (v, w), which is given by
R = > A X ot e W {0},

(v,p)€supp(d):w-v+w p=35
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Moreover, we introduce the polynomial

foe = > vzt e P\ {0},

(v,pu)€supp(d):v-v+w-p=5

Now, consider the cyclic left W-module
U :=W/Wd, the element 1 := (1 + W,;)/W, € U and the K-subspace K1 C U.
Endow U with the W¢*-filtration (see Exercise and Definition 10.5 (A)):

U := WKT = (U; := (Wi + Wd) /Wd)ez.

(B) Keep the above notations and hypotheses. Observe first, that for all ¢ € Z we may
write

Ui/Ui-1 = Wfﬂ/(wffwl + (Wdn W%w))
By the additivity of weighted degrees (see Corollary 9.5) we have
Wd NW* = Wid for all i € Z.

So, we obtain

Gry, (U); = Ui/ Ui—y = Wi/ (W + Wid) for all i € Ny,
Consequently, there is a surjective homomorphism of graded G*“-modules

TG = DWW — Gy, (U) = QD W™/ (Wi + WiZyd).
i€Z i€z

If we set
0w

R = W™+ W5, € Wit /Wse, = G5*
it follows that
Amnges (Gry, (U)) = Ker(r) = @5 (W) + Witd) /Wi =
i€z
= @D (W + WiLhee) /Wi = G™h™.
i€Z
Consequently we get
Cry, (U) = G¥2/G¥2h™,

As pre(foey = 5™ and if we consider Gry, (U) as a graded P2-module by means of 7%,
we thus may write

Gry, (U) = P™ /P f** and Anng(Gry, (U)) = P2
In particular we obtain:

Vo, (U) = V2(U) = V(W/Wd) = Var(Pf*) C Spec(P).
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11.4. Exercise. (A) Let n =1, K =R and let d := X{ + 07 — X?0?. Determine the two
characteristic varieties

VE(W/Wd) for (v, w) = (1,1) and (v,w) = (0, 1).

(B) To make more apparent what you have done in part (A), determine and sketch the
real traces

VEAW/Wd) = {(y,2) € R? | (V1 —y, Z1 — 2)K[V1, Z1] € V*(W/Wd)}
for (v,w) = (1,1) and (v,w) = (0,1). Comment your findings.

Now, we shall establish the fact that D-modules are finitely presentable. To do so
we first will show that standard Weyl algebras are left Noetherian (see Conventions,
Reminders and Notations 1.1 (G) and (H)). We begin with the following preparation.

11.5. Definition and Remark. (A) Let I C W be a left ideal. We consider the following
K-subspace of G¥:
Go(1) = @) (1 N W 4 W) W, © W/ — G
1€Np 1€Np

It is immediate to see, that G*2(I) C G** is graded ideal. We call this ideal the graded
ideal induced by I in G¥2.

(B) Let the notations and hypotheses as in part (A). It is straight forward to see, that

the family
1% = (IﬂWfﬂ)iez

is a filtration of the (left) W-module I, which we call the filtration induced by We™.
Observe, that for all i € Z we have a canonical isomorphism of K-vector spaces

G™(I); := (IHWW + W )/W’fw1 = INWS/INWE =17/ = Grpw (D),
It is easy to see, that these isomorphisms of K-vector spaces actually give rise to a
canonical isomorphism of graded G**-modules

G*(1) = @ ((I N W%) + WZ} sz1 = @Iw/ i—1 = Grl““’( ).

1€Z €7

So, by means of this canonical isomorphism we may identify

G*™(I) = Grp(I).

11.6. Lemma. Let I,J CW be two left ideals with I C J. Then we can say:

(a) There is an inclusion of graded ideals G¥(I) C G*¥(J) in the graded ring G*.
(b) If G™(I) = G¥(J), then I = J.

Proof. (a): This is immediate by Definition and Remark 11.5 (A).

(b): Assume that I C J. Then, there is a least integer i € Ny such that
I =INW>=C J*=JnW=>
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As I = JZ it follows that
G*™(I); = I;* /I is not isomorphic to I}/ I = G™(J);,
so that indeed
G™(I) # G*™(J).
[

11.7. Theorem. (Noetherianness of Weyl Algebras) The Weyl algebra W is left
Noetherian.

Proof. Otherwise W would contain an infinite strictly ascending chain of left ideals I(1) C

I? C I®) C ... But then, by Lemma 11.6 we would have an infinite strictly ascending
chain G(IW) ¢ G¥(I?) ¢ GX(I®) C --- of ideals in the Noetherian ring G*¥ =
P = P, a contradiction. 0

11.8. Corollary. (Finite Presentability of D-Modules) Each D-module U admits a
finite presentation
W — W' — U — 0.

Proof. This follows immediately by Theorem 11.7 and the observations made in Conven-
tions, Reminders and Notations 1.1 (H). O

11.9. Example. (A) Consider the polynomial ring U := K[X}, X,..., X,,]. As
W C Endg (K[X1, X, .., X,)]) = Endg(U),

this polynomial ring can be viewed in a canonical way as a left module over W, the scalar
being multiplication given by

d-f:=d(f) forall d € W and all f € U.
As f-1= f for all f €U it follows that
U:W1U

So, the W-module U := K[Xy, Xy, ..., X,] is generated by a single element, and hence in
particular a D-module.

(B) Keep the previous notations and hypotheses. Observe that

i\w&i = P rxo
i=1

v,peNG:p#0

and hence

W =KX, X,... . X,]®0) Wo,=Ua) W,
i=1 i=1
We thus have an exact sequence of K-vector spaces

0—>ZW8¢—>WL>U—>O,

i=1
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in which W — U is the canonical projection map given by
r(Xv0") = {OK iﬁ ; g .
Our aim is to show:
W - U is a homomorphism of left W-modules.
To do so, it suffices to show that for all v, u, v/, u" € Ni it holds
w(dd') = dr(d'), where d := X*9" and d' := X¥ 9" .
If p=p' =0, we have
m(dd') = w(XXY) = 7 (X)) = XU = XXV = XU (XY) = dr(d).
If =0 and p' # 0 we have
r(dd) = 7 (XEXY) = m (X2 O) = 0 = Xen (XYM = dn(d).
So, let 1 # 0. By the Product Formula of Proposition 6.2 we have
dd' = X*0"X¥ O = X 9 4,

with
g = E ' )\sz+2’—&85+&’*&
kENg:0<k<p.

and

= () AT 0 -

Assume first, that p' # 0. Then we have
T (X ) = 0 and (XL TR TE) = 0 for all k € N with 0 < k < p, v/
It thus follows, that
m(dd') = 0= d0 = dr(X¥ 0¥ = dr(d).
So, finally let ' = 0. Then dd' = XU R 4+ s and
. {H?zl b= p) X <
0, otherwise.
So, by what we have learned in Exercise 6.6 (B), we have

s = X 94(X").

As s is a K-multiple of a monomial in the X;’s we have 7(s) = s. It thus follows
m(dd) = (XX ) + 7(s) = s = XYM (XY) = XY XY = dn(d).

This proves, that 7 is indeed a homomorphism of left W-modules.
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(C) Keep the previous notations and hypotheses. Then, according the above observa-
tions, we have an exact sequence of left W-modules

0—Wr W U o,

in which A is given by
(dr,da, ... dy) = h(dy,dy,. .. dy) = did.
=1

This sequence clearly constitutes a presentation of the left W-module U (see Conventions,
Reminders and Notations 1.1 (H)) and the corresponding presentation matrix for U is the
row

o)
o

0= e wrxt

On
11.10. Exercise. (A) We consider the polynomial ring U = K[X7, X5, ..., X,,] canonically

as a D-module, as done in Example 11.9. Fix a weight (v, w) € Nj x Nj. Consider the
K-subspace K C U, observe that WK = U and endow U with the induced filtration

Us := WH*K.
Show, that there is an isomorphism of graded P-modules
Gry, (U) = Grwewg (U) = U®,
where
UY = @ U with Uf == Y~ KX”for all i € N,
i€Ng vr=i
is the polynomial ring U endowed with the grading associated to the weight v € Nf.
Determine the characteristic variety
Ve(U) C Spec(P).

(B) Keep the notations and hypotheses of part (A). Show, the left W-module U is
simple: If V- C U is a proper left W-submodule, then V' = 0. (Hint: Let f € U\ {0} be of
degree r and assume that v = (v1, 1, ...,1,,) € supp(f) with > | 1; = r and show that

0% € K\ {0}. Conclude that Wf = U.)

11.11. Remark and Definition. (A) We furnish the polynomial ring K[X;, Xs, ..., X,]
with its canonical structure of D-module (see Example 11.9). We now consider a ring .4
with the following properties

(1) A is commutative;
(2) A is a left W-module;
(3) K[X1, Xs,...,X,] C Ais a left submodule.

In this situation, we call A a ring of good functions in Xy, X, ..., X, over K.
The idea covered by this concept is that for all d € W and all f € - the product df € A
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should be viewed as the result of the application of the differential operator d to the
function f. Therefore, one often writes

d(f) :=df for all d € W and all f € A.

(B) Let the notations and hypotheses be as in part (A). By a system of polynomial
differential equations in A we mean a system of equations

di1(f1) + dia(fo) + ...+ di-(fr) =0
dor(f1) +doo(fo) + ...+ do(fr) =0

dsl(fl) + ds?(fQ) +...+ dsr(fr) =0
with r, s € N such that
dij € Wand f; € Aforalli,j € Nwithi <sand j<r.

The above system of differential equations can be understood as a linear system of equa-
tions over the ring A. We namely may consider the matrix

dll d12 <o dlr
Do d21 d22 R dz,« c W
dsl ds? ce dsr

Then, the above system may be written in matrix form as

S 0
JH R
) \o

We call D the matriz of differential operators associated to our system of linear differen-
tial equations. So, systems of differential equations correspond to matrices with entries
in a standard Weyl algebra.

(C) Keep the previous notations and hypotheses, then the matrix of differential opera-

tors D € W**" gives rise to an exact sequence of left W-modules
0 — W* 2 W T2 U, — 0.

In particular Up is a D-module and the previous sequence is a finite presentation of
Up. We call this presentation the presentation induced by the matriz D and we call Up
the D-module defined by the matrix D — or the D-module associated with our system
of differential equations. So, each system of differential equations defines a D-module.
Obviously, one is particularly interested in the solution space of our system of differential
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equations, hence in the K-vector space

fi 0
So(A)i= (o s e |2 | | = V]
i) \o
Observe, that Sp(A) is a K-subspace of A".
11.12. Proposition. Let r,s € N, let
di dip ... dyy
) d:gl d?g d:?r I
do do ... dy

be a matriz of differential operators, consider the induced presentation
0 — W* =22 W =P U, — 0

and the corresponding solution space Sp(A).
Foralli =1,2,...,7 let e; == (0s;)5—; € W™ be the i-th canonical basis element. Then,
there is an isomorphism of K-vector spaces

ep : Homy (Up, A) = Sp(A),
given by
m > ep(m) = (m(w(e1)), m(w(es)), ..., m(m(e,))) for all m € Homw (Up, A).
Proof. Observe, that there is indeed a K-linear map
E:=€p: HomW(UD,A) — A"
given by
m — ep(m) = (m(r(e1)), m(w(es)),...,m(x(e,))) for all m € Homw (Up, A).

If e(m) = 0, then m(n(e;)) = 0 for all ¢ = 1,2,...,7. As 7 is surjective, the elements
mw(e;) (i =1,2,...,r) generate the left W-module U = Up. So, it follows that m = 0
and this proves, that the map ¢ is injective.
It remains to show that
€(HomW(UD,A)) = Sp(A).

To do so, let

by i= (G)iy €W (G=1,2,....5)
be the canonical basis elements of W?.
First, let m € HomW(UD,A). We aim to show, that e(m) € Sp(.A). We have to show,
that the column
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vanishes. For each i = 1,2,...,s we can write ) %, djje; = b;D = h(b;), and hence get
indeed
gi =Y _dim(m(e;)) =m( D _diym(e;)) =m(m(>_ dije;)) = m(mw(h(b;))) = m(0) = 0.
j=1 j=1 j=1

Conversely, let (f1, fo, ..., fr) € Sp(A), so that > 7, di;jf; = 0. We aim to show that
(fla f27 s 7fr) € E(HomW(U7 A))

To this end, we consider the homomorphism of left W-modules

k: W' — A given by (uq,us,...,u,) — Z“jfj'
j+1
Observe that

k(h(bz)) = k(le) = /{Z(dil, dig, C 7dir) = Zdzjfj =0 for all 7 = 1, 2, e, S
j=1
It follows that k o h = 0. Therefore k£ induces a homomorphism of left W-modules
m: U — A, such that moxw = k.

It follows that m(w(e;)) = k(e;) = f; for all j = 1,2,...,r. But this means that
(flan;"‘?fT):g(m) Eg(HomW(U7A)) O

11.13. Exercise. (A) Let n =1, K = R and let A := C*(R) be set of smooth functions on
R. Fix d € W =W(R,1) = R[X, J] and consider the matrix D = (d) € W'*!. Determine

UD, SD(.A) and Q’H(UD)
for all weights (v, w) = (v,w) € Ng x Ny \ {(0,0)} and for
d=0, d=0>-1, d=0—2%andd= 0"+ cd— b with ¢,b € R\ {0}.
(B) Let n,m € N, A:= K[X1, Xs,...,X,] and consider the matrix
oy
am
D .= 2 e Wt

a

Determine
UD, SD(A) and VQ(UD)

12. GROBNER BASES

In this section, we introduce and treat Grobner bases of left ideals in standard Weyl
algebras with respect to so-called admissible orderings of the set of elementary differential
operators. What we get is a theory very similar to the theory of Grobner bases of ideals
in polynomial rings. A theory many readers may be familiar with already. Indeed a great
deal of what we shall present in the sequel could also be deduced from the theory of
Grobner in polynomial rings. Nevertheless, we prefer to introduce the subject in a self
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contained way so that readers who are not familiar with Grobner in polynomial rings can
follow our approach without further prerequisites. As for Grobner bases in (commutative)
polynomial rings and their applications, there are indeed many introductory and advanced
textbooks and monograph. So, we mention only a sample of possible references for this
subject, namely [1], [6], [19], [25], [26], [30], [36] and [42].

In general, Grobner bases are intimately related to Division Theorems, which generalize
Euclid’s Division Theorem for univariate polynomial rings over a field. Grébner bases and
Division Theorems for rngs of linear differential operators were introduced by Briangon
and Maisonobe [14] in the univariate case and by Castro-Jiménez [21] in the multivariate
case. T'wo more recent basic references in the field of are the textbook of Bueso,Gémez-
Torricellas and Verschoren [20] and the PhD thesis [31] of Levandovskyy.

The main goal of the present section is to prove that left ideals in Weyl algebras admit
so-called universal Grobner bases. This existence result can actually be proved in the
more general setting of admissible algebras. Readers, who are interested in this, should
consult for example Boldini’s thesis [10] or else [38], [41] or [43].

12.1. Convention. (A) As previously, we fix a positive integer n, a field K of characteristic
0 and consider the standard Weyl algebra

W:=W(K,n)=K[X1,Xa,...,Xpn,01,00,...,0y].
Moreover, we consider the polynomial ring
P:=KY,Yo,....,Y0, 21, Zo, ..., 2]
in the indeterminates Y7,Ys,....Y,, Z1, 2>, ..., Z, with coefficients in the field K.

(B) In addition, we fix the isomorphism of K-vector spaces
WP given by X*0% — Y*Z% for all all v, u € Ng.

Moreover we respectively consider the set [E of all elementary differential operators in W
and the set M of all monomials in P, thus:

E = {X*0" |v,p € Ng} and M := {Y*Z | v, u € Ng} = ®(E).

In a first step we now introduce some basic notions of our subject, namely: admissible
orderings (of the set E of elementary differential operators, leading (elementary) differ-
ential operators and (in the polynomial ring P) leading monomials and leading terms.
Mainly for those readers who have not met these concepts in the framework of polyno-
mial rings, we shall add below a number of examples and exercises on these new notions.

12.2. Definition, Reminder and Exercise. (A) (Total Orderings) Let S be any set. A
total ordering of S is a binary relation <C S x S such that for all a, b, ¢ € S the following
requirements are satisfied:

(a) (Reflezivity) a < a.

(b) (Antisymmetry) If a < b and b < a, then a = b.

(¢) (Transitivity) If a < b and b < ¢, then a < c.

(b) (Totality) Either a < b or b < a.
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We write TO(S) for the set of total orderings on S.
If <e TO(S) and a,b € S, we write

a<bifa<banda#0b, b>aifa<b, b>aifa<b.

(B) (Well Orderings) Keep the above notations and hypotheses. A total ordering
<e TO(S) is said to be a well ordering of S, if it satisfies the following additional
requirement:

(e) (Existence of Least Elements) For each non-empty subset 7' C S there is an
element ¢ € T such that t < ¢ forall ¢/ € T.

In the situation mentioned in statement (e), the element ¢ € T — if it exists at all — is
uniquely determined by 7" and called the least element or the minimum of T with respect
to < and denoted by min<(7"), thus

t=minc(T)ift € T and t <t for all ¢’ € T.

We write WO(S) for the set of all well orderings of S.

(C) (Admissible Orderings) A total ordering <€ TO(E) of the set of all elementary
differential operators is called an admissible ordering of E if it satisfies the following
requirements:

(a) (Foundedness) 1 < X*0" for all v, u € Nj
(b) (Compatibility) For all \, X', k, &', v, p € N we have the implication:
If KAQE < XXQE, then XA-FZQEJFE < XA’#—EQEJ@.
We write AO(E) for the set of all admissible orderings of E.
Prove the following facts:
() 1 v,/ oy ', A X ki, i, € NG with X208 < X¥ 0 and X20* < XX 0", then

XAtvgatn o YN g+

(d) AO(E) C WO(E).
(D) (Leading Elementary Differential Operators and Related Concepts) From now on,
for all d € W, we use the notation

Supp(d) := {X*0* | (v, p) € supp(d)}.
Keep the above notations and hypotheses. If <€ AO(E) and d € W\ {0}, we define the
leading elementary differential operator of d with respect to < by:

LE<(d) := max Supp(d),

so that
LE<(d) € Supp(d) and e < LE<(d) for all e € Supp(d).

Moreover, we define the leading coefficient LC<(d) of d with respect to < as the co-
efficient of d with respect to LE<(d), and the leading differential operator LD<(d) of d
with respect to < as the product of the leading elementary differential operator with the
leading coefficient, so that:

(a) LC<(d) € K\ {0} with LE<(d — LCS(d)LES(d)) < LE<(d).
(b) LD<(d) = LC<(d)LE<(d).
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(¢) LE<(d — LD<(d)) < LE<(d).

Finally, we define the leading monomial and the leading term of d with respect to <
respectively by

LM (d) := ®(LE<(d)) and LT<(d) := ®(LD<(d)) = LC<(d)LM<(d).

Prove the following statements:

(d) If d,e € W\ {0}, with d # —e, then LE<(d + e¢) < max<{LE<(d),LE<(e)}, with
equality if and only if LD<(d) # —LD<(e).

The previously introduced notions are of basic significance for this and the next section.
So, we hope to illuminate their meaning in the following series of examples and exercises,
which were already announced prior to the definition of these concepts.

12.3. Examples and Exercises. (A) (Well Orderings) Keep the above notations and
hypotheses. Prove the following statements:

(a) Let ¢ : Ny — N x N be a bijective map. Show that the binary relation
<,C E x E defined by

X" <, XY = o v, p) < o (v, p)

for all v, u, V', ' € Ny is a well ordering of E.

(b) Show that in the notations of exercise (a) the well ordering <, is discrete, which
means that the set {e € E | e <, d} is finite for all d € E.

(c) Show, that there uncountably many discrete well orderings of E.

(d) Let n = 1, set X; =: X,0; =: 0 and define the binary relation < on the set of
elementary differential operators E = {X"0* | v, u € No} by

v < v or else

XYoot < XY 0" if either
v="vand pu <y

for all v, u € Ny. Show, that < is a non-discrete well ordering of E.
(B) (Admissible Orderings) Keep the above notations and hypotheses.
(a) We define the binary relation <,.,C E x[E by setting (again for all v, u, v/, i’ € N):

XVO! <o XY O if either

(1) v=v'and p= 4/, or
(2) v and 35 € {1,2,...,n}: [p; < Wy and pg = iy, Vk < j], or else
(3) Fie{1,2,...,n}: [, <V and v = v}, Vk < i].
Prove that <j,€ AO(E). The admissible ordering <., is called the lexicographic
ordering of the set of elementary differential operators.

(b) Set n =1, X; =: X, 0; =: 0 and write down the first 20 elementary differential
operators d € E = {X"0" | v, u € Ny} with respect to the ordering <je.

(c) Solve the similar task as in exercise (b), but with n = 2 instead of n = 1 and with
30 instead of 20.

Z!
Z/
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(d) We define another binary relation <geglexC E X E by setting

deg(d) < deg(e) or else
deg(d) = deg(e) and d <j e.

Show, that <gegex€ AO(E). This admissible ordering is called the degree-
lexicographic ordering of the set of elementary differential operators.
(e) Solve the previous exercises (b) and (c¢) but this time with the ordering <gegex.
(f) We introduce a further binary relation <gegreviex< E X E by setting (again for all
v, pu, v 1 € Np):

d <geglex € if either {

XKQE gdegrevlex KZ/QHI lf either

v
p=p and 3i € {1,2,...,n}: [Vi > v, and v, = v, Vk > z'], or else
(i) 35 € {1,2,....n} : [p; > s and py = i, Vk > j].
Prove, that <gegreviex€ AO(E). This admissible ordering is called the degree-
reverse-lexicographic ordering of the set of elementary differential operators.
(g) Solve the previous exercise (e) but with <gegreviex instead of <geglex-
(h) An admissible ordering of the set Ml = {Y*Z" | v, u € Nj} of all monomials in P
is a total ordering of M which satisfies the requirements
(1) (Foundedness) 1 < m for all m € M.

(2) (Compatibility) For all m,m’ and t € M we have the implication:
If m <m/, then mt < m't.
For any <€ AO(E) we define the binary relation <¢C M x M by setting
m <g m' < & Hm) < & H(m') for all m,m’ € M.
Prove, that <¢€ AO(M) and that there is indeed a bijection
o : AO(E) — AO(M), given by <r+<g .

The names given in the previous exercises (a), (d) and (f) to the three admissible
orderings of E introduced in these exercises are ”inherited“ from the ”classical
designations used in polynomial rings, via the above bijection.

(i) Prove, that <geglex and <gegreviex are both discrete in the sense of exercise (A) (b),
where as <j. 1S not.

(C) (Leading Elementary Differential Operators and Related Concepts) Keep the previous
notations and hypotheses.

(a) Let n =1, set Xy =: X, 0, =: 0, Y, =Y and Z; =: Z. Write down the lead-
ing elementary differential operator, the leading differential operator, the leading
coefficient, the leading monomial and the leading term of each of the following
differential operators, with respect to each of the admissible orderings <jex, <deglex

and Sdegrevlex:
(1) 5X +4X%0 — 2X203 + X0* — 30°.
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(2) 0* —4X0® +6X2%0%* —4X0 + X*.
(3) 0" — X59T + X70° — X909 + X2,
(b) Let n = 2 solve the task corresponding to exercise (a) above for the differential
operators
(1) X3X3+ 20703
(2) X2X30205 — 0108,
(3) XF+ X5+ 0F + 05 with k € N.

The next proposition will play a crucial role for our further considerations. it tells us
essentially, that ”leading differential operators behave as leading terms of polynomials“.
It is precisely this property, which will allow us to introduce a fertile notion of Grobner
bases for left ideals in Weyl algebras.

12.4. Proposition. (Multiplicativity of Leading Terms) Let <€ AO(E) and let
d,e € W\ {0}. Then it holds
(a) LT<(de) = LT<(d)LT<(e).

Proof. The product formula for elementary differential operators of Proposition 6.2 yields
that

LE< (XHQEXZ’QH') = XU 9 for all v, v, p' € Ng.

We may write

with c(jt),c(;w € K\ {0} for all (v, ) € supp(d) and all (', ') € supp(e). With appro-

priate pairs (v, u(?) € supp(d) and (', /() € supp(e) we also may write

LE<(d) = x?“ 94" and LE<(e) = XY 9" hence also

LC<(d) = (j) 0 and LC<(e) = ©

0, /(0) 1(0) -

Now, bearing in mind the previous observation on leading elementary differential operators
we may write

de = Z D xy EC(?L, vor —

(v,p) €supp(d), (v, ) Esupp(e)

_ (d) (&) yvauyr gu _
= CZHCZ/Hl_ Q*_ - =
(v,p)Esupp(d),(v’,p’) Esupp(e)
d) (e) v+ qutp’
= [C(KP?CZ/M/_i 7QE £ + Tﬂ’ﬂ’:%

(v,p) €supp(d),(v/ ') Esupp(e)

with 7y, € W, such that for all (v, ) € supp(d) and all (v, u') € supp(e) it holds

v o
LE<(ryy ) < X¥™ 0FTE | whenever 7,0 # 0.
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By Definition, Reminder and Exercise 12.2 (C)(c) we have
Xt gt o xp O O g o an)

(1), (. 1)) € supp(d) x supp(e) \ {((®, x®), (', 1))}
By Definition, Reminder and Exercise 12.2 (D)(d) it now follows easily that

LE< (de) — XZ(())J"ZI(O) aﬁ(0)+ﬁl(0) and
LC<(de) = RN — LC(d)LO-(e).

1(0) 14 (0) Cyr(0) 1 (0) = <
We thus obtain

LM (de) — (I)(szuz/(mgﬁwuﬁr(m) _ y OO g0 @ yp® @y g
— o(x*"" 2o (X" 94”) = ®(LE<(d))®(LE<(e)) = LM< (d)LM<(e).
But now it follows
LT<(de) = LC<(de)LM (de) = LC< (d)LC<(e)LM<(d)LM< (e) =
= LC<(d)LM< (d)LC<(e)LM<(e) = LT<(d)LT<(e).
0

The next result may be understood as an extension of the classical division algorithms

of Euclid for univariate polynomials to the case of differential operators. It was first
proved in 1984 by Briangon-Maisonobe in the univariate case and by Castro-Jiménez in
the multivariate case.
Those readers, who are familiar with the Buchberger algorithm in multivariate polynomial
rings will realize that our result corresponds to the division algorithm in multi-variate
polynomial rings. Observe in particular that — as in the case of multi-variate polynomials
— we will divide "by a family of denominators“ and that the presented division procedure
depends on an admissible ordering.

12.5. Proposition. (The Division Property, Briancon-Maisonobe [14] and
Castro-Jiménez [21|) Let <€ AO(E), let d € W and let F C W be a finite set. Then,
there is an element r € W and a family (q;)jer € W such that (in the notations of
Convention 12.1 (B) and Definition, Reminder and Ezercise 12.2 (D))

(a) d= ZfeF (_Iff +r;

(b) ®(s) ¢ PLM<(f) for all f € F\ {0} and all s € Supp(r).

(c) LE<(qrf) < LE<(d) for all f € F with qsf # 0.
Proof. We clearly may assume that /' C W\ {0}. If d = 0, we choose = 0 and gy = 0
for all f € F. Assume, that our claim is wrong, and let U C W be the non-empty set of
all differential operators d € W which do not admit a presentation of the requested form.
As <€ WO(E) and U € W \ {0}, we find some d € U such that
We distinguish the following two cases:

(1) There is some f € F such that LM<(d) € PLM<(f).

(2) LM<(d) ¢ Ujep PLM<(f).
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In the case (1) we find some e € E such that LM<(d) = ®(e)LM<(f) and so we can
introduce the element

LC<(d
d = —L(Cj;Ef;efGW.
If d =0, we set B
r=0, gqf:= II:(CJ g}l;e and ¢y =0 for all f' € F\ {f}.
But then LC(d
I ool =t +1

is a presentation of d with the requested properties.
So, let d’ # 0. Observe, that by Proposition 12.4 (a) we can write

LOo) \ LCeld) o LCed)
LC<(d)LM<(e)LM<(f) = LC<(d)®(e)LM<(f) = LC<(d)LM<(d) = LT<(d).

LT (

ollows that < = <(d), and hence by Definition, Reminder an Xer-
If follows that LD« (fg=7ef) = LD<(d), and hence by Definition, Reminder and E

cise 12.2 (D)(d) we obtain that

Therefore, d' ¢ U and so we find an element 7' € W and a family (¢})per € W such
that

(a)' d' = doperdp

(b) ®(s') ¢ PLM<(f') for all f' € F and all s’ € Supp(r’).

(c) LE<(¢} f') < LE<(d) for all f' € F with ¢}, # 0.
Now, we set

T'—T/andq e q/' lff/#f7

— - LC< d . /

! f+LC§;e if f=f.

As

LC<(d
LES (q}/f,) S LES (d/) < LES (d) and LES(LC<Ef; 6) = LES(B) S LES (d),
<
we get
LC<(d)

Now, it follows easily, that the requirements (a ),(b) and (c) of our proposition are satisfied
in the case (1).

So, let us assume that we are in the case (2). We set
d :=d—LD(d).

If d =0 we have d' = LD<(d) and it suffices to choose ¢f := 0 for all f € F and r = d.
So, let d # 0. Then, we have LE<(d) < LE<(d) (see Definition, Reminder and
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Exercise‘12.2 (D)(c)), so that again d' ¢ U. But this means once more, that we get
elements 7" and ¢}, € W (for all f* € F') such that the above conditions (a)’, (b)" and (c)’
are satisfied. Now, we set

r:=1"+LD<(d) and ¢ := ¢} for all f € F.

As supp(r) C supp(r’) U {LE<(d)} and LE<(¢q;f) < LE(d') < LE<(d) for all f € F with
qr # 0 the requirements (a),(b) and (c) are again satisfied for the suggested choice. [

Now, we are ready to introduce the basic notion of this section: the concept of Grébner
basis.

12.6. Definition, Reminder and Exercise. (A) (Monomial Ideals) An ideal I C P is
called a monomial ideal if there is a set S C M = {Y*Z% | v, u € N} such that

I:ZPS.

s€S
Show that in this situation for all m € M\ {0} we have
(a) If m = 22:1 fisi with s1,80,...,5 € S and fi, fa,..., fr € P, then there is some
i€{1,2,...,t} and some n; € supp(f;) such that m = n;s;.
(b) m € I if and only if there are n € M and some s € S such that m = ns.

(B) (Leading Monomial Ideals) Let <€ AO(E) and T'C W. Then, the ideal

LMI<(T) := ) PLM(d)
deT\{0}

is called the leading monomial ideal of T with respect to <.
Prove that for all m € M, we have the following statements.
(a) Ifm =737, ;LM< (t;) with t1,ts,...,ts € T and fi, fo,..., fs € P, then there is
somei € {1,2,...,s} and some n; € supp(f;) such that t; # 0 and m = n,LM<(¢,).
(b) m € LMI<(T) if and only if there are elements u € E and ¢t € T such that
(C) (Grébner Bases) Let <€ AO(E) and let L C W be a left ideal. A Grébner basis
of L with respect to < (or a <-Grébner basis of L) is a subset G C L such that

#G < 00 and LMI<(L) = LMI(G).

Prove the following facts:

(a) If G is a <-Grobner basis of L and G C H C L with #H < oo, then H is a
<-Grobner basis of L.

(b) If G is a <-Grobner basis of L, then for each d € L\ {0} there is some u € E and
some g € G\ {0} such that

LM<(d) = LM< ()LM<(g) = LM<(ug).

(c) If G is a <-Grobner basis of L, then for each d € L\ {0} there is some monomial

m =Y*Z" € P and some g € G \ {0} such that

LM< (d) = mLMc<(g).
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Now, we prove that Grobner bases always exist, and that they deserve the name of
"basis“, as they generate the involved left ideal. Clearly, these statements correspond
precisely to well known facts in multi-variate polynomial rings. After having established
the announced existence and generating property of Grobner bases, we shall add a few
examples and exercises on the subject.

12.7. Proposition. (Existence and Generating Property of Grobner Bases) Let
<€ AO(E) and let L CW be a left ideal. Then the following statements hold.

(a) L admits a <-Grébner basis.
(b) If G is any <-Grébner basis of L, then L = dec Wyg.

Proof. (a): This is clear as the ideal LMI<(L) is generated by finitely many elements of
the form LM< (g) with g € L.

(b): Let G C L be a <-Grobner basis of L and assume that >  Wg C L. As
<€ WO(E), we find some e € L'\ >, Wg such that

LE(e) = min{LE<(d) [ d € L\ > Wg}.
- geG
By Definition, Reminder and Exercise 12.6 (C)(b) we find some u € E and some g € G
such that

Setting
V= — LCS (6) u
- LC<(y)
we now get on use of Proposition 12.4 (a) that
LT<(e) = LC<(e)LM<(e) = LC<(e)LM< (u)LM<(g) =
1 LC< (6)
=LC LT ——— LT = _—=
S(e) S(u) ch(g) S(g> ch(g)

= —LT<(v)LT<(g) = —LT<(vg).
Ased¢ > oWgand g€ G, we have
et+vge L\ ZWg.

geG

In particular e + vg # 0. So by Definition, Reminder and Exercise 12.2 (D)(d) it follows
that

LT<(u)LT<(9) =

LE<(e + vg) < LE<(e) = min{LE<(d) |d € L\ ) Wg}.
- geG
But this is a contradiction. ([l
Now, we add the previously announced examples and exercises.

12.8. Examples and Exercises. (A) (Leading Monomial Ideals) Keep the above nota-
tions and hypotheses. Prove the following statements:

(a) Let d € W\ {0} and <€ AO(E). Prove that LMI<(Wd) is a principal ideal.
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(b) Let n =1, X; =: X and 0; =: 9. Set L := W(X? — 9) + W(X9) and determine
LMIS (L) for < =<ex, Sdeglex and S::Sdegrevlex'

(B) (Grébner Bases) Keep the above notations and hypotheses. Prove the following
statements:

(a) Let the notations be as in exercise (a) of part (A) and prove that {cd} is a <-
Grobner basis of Wd for all ¢ € K\ {0}, and that any singleton <-Grdbner bases
of Wd is of the above form.

(b) Let the notations and hypotheses be as in exercise (b) of part (A) and compute a
<-Grobner basis for <:=<jex, <deglex aNd <:=<egreviex

We now head for another basic result on Grobner bases, which says that these bases
enjoy a certain restriction property. This will be an important ingredient in our treatment
of Universal Grobner bases. We begin with the following preparations.

12.9. Notation. (A) For any set S C W we write (see also Definition, Reminder and
Exercise 12.2 (D)):

supp(S) := U supp(s) and Supp(S) := U Supp(s).

sSES seS

(B) Let <€ TO(E) (see Definition, Reminder and Exercise 12.2 (A)) and let T C E.
We write <[ for the restriction of < to T, thus — if we interpret binary relations on a
set S as subsets of S x S:

<lr = <N(TxT), sothat :d<|[re<d<eforalldeecT.

12.10. Proposition. (The Restriction Property of Grobner Bases) Let L C W
be a left ideal. Let <,<'€ AO(E) and let G be a <-Grébner basis of L. Assume that

< rSupp(G) - Sl rSupp(G) .
Then G is also a <'-Grébner basis of L.

Proof. Let d € L\ {0}. We have to show that LM</ (d) € LMI<(G). We may assume
that 0 ¢ G. If we apply Proposition 12.5 to the ordering <’; we find an element r and a
family (q,),ec € WC such that

(1) d=2>"ec 59 +

(2) ®(s) ¢ PLM</ (g) for all g € G and all s € Supp(r).

(3) LE</(gy9) <' LE</(d) for all g € G with ¢, # 0.
Our immediate aim is to show that » = 0. Assume to the contrary that r # 0. As
r € L and G is a <-Grobner basis of L, we get LM<(r) € LMI<(G). So, there is some
g € G such that LM<(r) = mLMc<(g) for some m € M (see Definition, Reminder and
Exercise 12.6 (C)(c)). As <[supp@@) = <'Isupp(y) it follows that

®(LT<(r)) = LM<(r) € PLM<(g).

As LT<(r) € Supp(r), this contradicts the above condition (2). Therefore r = 0.
But now, we may write

d= Z ¢g9, whith G* :={g € G | ¢, # 0}.

geG*
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By the above condition (3) we have LE</(¢,9) <’ LE</(d) for all ¢ € G*. So, there is
some g € G* such that LE</(d) = LE</(g,9) (see Definition, Reminder and Exercise 12.2
(D)(d)), and hence LM</ (d) = LM</(gzg). Thus, on use of Proposition 12.4 (b) we get
indeed
LM< (d) = LM</(gg)LM<(g9) € LMI</(G).
0

Now, we shall introduce the central concept of this section.

12.11. Definition. (Universal Grébner Bases) Let L C W be a left ideal. A wuniversal
Grébner basis of L is a (finite) subset G C W which is a <-Grébner basis for all <€ AO(E).

Universal Grobner bases have been studied by Sturmfels [41] in the polynomial ring
K[Xi,Xs,...,X,] — and indeed this notion can be immediately extended to the Weyl
algebra W. Grobner bases for left ideals in the Weyl algebra were introduced by Assi,
Castro-Jiménez and Granger [3] and also by Saito, Sturmfels and Takayama [38].

Clearly, our next aim should be to show, that universal Grébner bases always exist.
There are indeed various possible ways to prove this. Here, we shall do this by a topo-
logical approach which relies on an idea of Sikora [40], and which can be found in greater
generality in Boldini’s thesis [11]. We approach the subject by first introducing a natural
metric on the set of total orderings of all elementary differential operators. Then, we
make the reader prove in a series of exercises, that we get a complete metric space in this
way.

12.12. Definition, Exercise and Convention. (A) (The Natural Metric on the Set
TO(E)) For all i € Z we introduce the notation
E;:={e € E[deg(e) <i} = {X*0% | [u| + |p| < i}
We define a map
dist : TO(E) x TO(E) — R, given by for all <, <'e TO(E) by
9—sup{reNo|<[g, = <lg,} if <7§§/,

dist(<, <) = ’
Prove that

(a) For all <,<’e TO(E) and all r € Ny we have

1
dist(<, <) < o if and only if <[g,,, = <., .

(b) The map dist : TO(E) x TO(E) — R is a metric on TO(E).
From now on, we always endow TO(E) with this metric and the induced Hausdorff topol-
0gy.

(B) (Completeness of the Metric Space TO(E)) Let (<;)ien, be a Cauchy sequence in
TO(E). This means:

1
For all r € Ny there is some n(r) € Ny such that dist(<;, <;) < o for all i, j > n(r).
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We introduce the binary relation <C E x E given for all d,e € E by
d < e if and only if d <; e for all i > 0.

Prove the following statements:
(a) If r € Ny, d,e € E,4q, and i, j > n(r), then d <; e if and only if d <; e.
(b) If r € No, d,e € E,44, and ¢ > n(r), then d <; e if and only if d <e.
(c) <e TO(E).

(d) If r € Ny, and ¢ > n(r), then dist(<;, <) < o.
( ) TO(E) is a complete metric space.

Now, we are ready to prove the basic ingredient of our existence proof for universal
Grobner bases.

12.13. Proposition. (Compactness of the Space of Total Orderings) The space
TO(E) is compact.

Proof. Let (<;)ien, be a sequence in TO(E). It suffices to show, that (<;);en, has a con-
vergent subsequence. Bearing in mind Definition, Exercise and Convention 12.12 (B)(f)
(or (e)), it suffices to find a subsequence of (<;);en, Which is a Cauchy sequence. Observe
that all the sets E, are finite. We want to construct a sequence (S, ),cn, of infinite subsets
S, € Nj such that for all s € Ny we have

(1) Sg41 € Ss.

(2) Sj r]Es+1 = SkrEerl for all j, ke Ss.
We construct the members S, of the sequence (S, ),cn, by induction r. As E; is finite, we
can find an infinite set Sy C Ny such that requirement (2) is satisfied with s = 0. Now, let
r > 0 and assume that the sets Sy, Si,...,S, are already defined such that requirement
(1) holds for all s < r and requirement (2) holds for all s <.
As E, 5 is finite, we find an infinite subset S,;; C S, (which hence satisfies requirement
(1) for s = r) such that requirement (2) is also satisfied with s = r+1. This completes the
step of induction and hence proves that a sequence (S, ),cn, With the requested properties
exists.
Now, we may choose a sequence (i)ken, in Ng, such that

1, < i,01 and i, € S, for all r € Nj.
In particular it follows that
<ilEn = Silg., forall jk>r

and hence (see Definition, Exercise and Convention 12.12 (A)(a))
1
dist(<;;, <4,) < o for all 7,k >r.

So, the constructed subsequence (<;, )ren, of our original sequence (<;);en, is indeed a

Cauchy sequence. O

What we need indeed to prove our main result, is the compactness of subspace of
admissible orderings in the topological space of total orderings.
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12.14. Proposition. (Compactness of the Space of Admissible Orderings) The
set AO(E) is a closed subset of TO(E) and hence compact.

Proof. Let (<;)ien, be sequence in AO(E), which converges in TO(E) and let

limj o < = <.

We aim to show, that <€ AO(E). According to Definition, Reminder and Exercise 12.2
(C), we must show, that for all \, ', &, £, v, i € Ny the following statements hold.

(1) 1< X%

(2) If XAQE < XA’QE’ then XA+2Q@+E < XX-FZQE/JrE'
So, fix \, N, k,,v,u € NI. Then we find some r € Ny such that all the elementary
differential operators which occur in (1) and (2) belong to E,,;. Now, we find some

i € Ny such that dist(<;, <) < 5=, hence such that <[g,,, = <;lg,,. As <;€ AO(E)
the required inequalities hold for <;. But then, by the coincidence of < and <; on E, 1,
they hold also for <. O

Now, after having established the following auxiliary result, we are ready to prove the
announced main result.

12.15. Lemma. Let L CW be a left ideal and let G C L be a finite subset. Then, the set
UL(G) :={<€ AO(E) | G is a < — Grébner basis of L}
is open in AO(E).

Proof. We may assume that Up(G) is not empty and choose <€ U (G). We find some
r € Ny with supp(G) C E,;;. Let <'€ AO(E) such that dist(<,<') < . So, we

27‘
obtain that <|g,,, = <'|g,,, and hence in particular that <[swp@c) = <'lsupp(@)-

By Proposition 12.10 it follows that G is a <'-Grobner basis of L and hence that <’e
U (G). But this means, that the open neighborhood

1
{<'e AO(E) | dist(<', <) < 5}
of < belongs to UL(G). O

12.16. Theorem. (Existence of Universal Grébner Bases) Each left ideal L of W
admits a universal Grobner basis.

Proof. Let L C W be a left ideal. For each <€ AO(E) we choose a <-Grobner basis G<
of L. In the notations of Lemma 12.15 we have <€ U.(G<). So, by this same Lemma

the family
UUL(GS))ger@)
is an open covering of AO(E). By Proposition 12.14 we thus find finitely many elements
<4, <9,...,<,.€ AO(E)
such that )
AO(E) = | J UL (Gx,).
i=1



72 MARKUS BRODMANN

Let <€ AO(E). Then <€ U.(G<,) for some i € {1,2,...,r}. Therefore G<, is a <-
Grobner basis of L. So |J;_, G<, is a Grébner basis of L for all <e AO(E). O

As a first application of the previous existence result we get the following finiteness
result.

12.17. Corollary. (Finiteness of the Set of Leading Monomial Ideals) Let L C'W
be a left ideal. Then the set
{LMI<(L) [<€ AO(E)}

of all leading monomial ideals of L with respect to admissible orderings of & is finite.
Proof. Let G C L be a universal Grobner basis of L. Then we have
{LMI<(L) |[<e AO(E)} = {LMI<(G) |<€ AO(E)}.
Therefore
#{LMI<(L) <€ AO(E)} < #{) P®(h) | H C supp(G)} <
heH
< #{H C supp(G)} = 2#5upr(@),

13. WEIGHTED ORDERINGS

This section is devoted to the study of admissible orderings which are compatible with
a given weight and the related notion of weighted (admissible) ordering. Such weighted
orderings were first studied by Assi, Castro-Jiménez and Granger [3] and by Saito, Sturm-
fels and Takayama [38].
In relation to these weighted orderings, we shall introduce the fundamental notion of
symbol of a differential operator with respect to a given weight. We will see, that these
symbols, which are indeed polynomials, behave again multiplicatively. Moreover, we shall
see that the symbols of all members of a Grobner basis of a given left ideal generate the
so-called induced ideal of the given left ideal. Our ultimate goal is to prove, that the
number of characteristic varieties of given D-module with respect to all weights is finite.
Moreover, we shall prove a certain stability result for characteristic varieties found in
Boldini’s thesis [11], which is published in [12].

13.1. Notation. (A) As previously, we fix a positive integer n, a field K of characteristic
0 and consider the standard Weyl algebra
W = W(K,TL) = K[Xl,XQ, Ce ,Xn,al,ag, e ,0n],
the polynomial ring
P:=KW,Ys,....Y0, Z1,Zo,..., Zy)
in the indeterminates Y7,Y5,...,Y,, Z1, Zs, ..., Z, with coefficients in the field K and the
isomorphism of K-vector spaces

oW - P, X" Y¥Z" for all v, u € NJ.
(B) We also write
Q:={(v,w) € Ny x Ny | (v;,w;) # (0,0) for all : =1,2,...,n} C Ny x Ny
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for the set of all weights. If

w=(v,w) €N
we also use the suffix w instead of the suffix vw in all the previously introduced notations.
So we write for example

W =W deg®(d) := deg™(d), P :=P*"
Observe, that
w+a€eQand sw e Q for all w,a € ) and all s € N,

where the arithmetic operations are performed in NZ".

Now, we introduce the concept of admissible orderings which are compatible with a
given weight.

13.2. Definition and Exercise. (A) (Weight Compatible Orderings) We fix a weight
and an admissible ordering of the set E of elementary differential operators in W (see
Definition, Reminder and Exercise 12.2 (C)):

w=(v,w) € Qand <€ AO(E).

We say that < is compatible with the weight w = (v, w) €  (or w-compatible), if for all
d,e € E we have:
If deg®(d) < deg®(e), then d < e.

So, < is compatible with w = (v,w) if and only if for all v, u,v/, ' € Nj we have the
following implication:
If po + o < /v + pw, then X9 < X¥ 9"
We set
AO%(E) = AO™(E) := {<€ AO(E) | < is compatible with w = (v, w)}.
(B) (Weighted Admissible Orderings) Keep the notations and hypotheses of part (A).
We define a new binary relation
<E=<ECEXE
on E, by setting, for all d,e € E:
d<¢eif either  deg®(d) < deg®(e)
or else  deg®(d) = deg®(e) and d < e.
Prove that for each weight w = (v, w) € 2 and each <€ AO(E) the following statements
hold.
(a) <2€ AO%(E).
() (s = <=
(c) <€ AO%(E) if and only if < = <«
The admissible ordering <¢€ AO(E) is called the w-weighted ordering associated to <.
Another important concept, which was already mentioned in the introduction to this

section, is the notion of symbol of a differential operator. We now will introduce this
notion after a few preparatory steps.
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13.3. Definition and Exercise. (A) Let w = (v, w) € Q, let i € Ny and let
d= Z X”@“ e W with cj € K\ {0} for all (v, u) € supp(d).

(z,g)esum)(d)

We set
supp; (d) := {(v, u) € supp(d) | vv + pw = i}.
and
W oqow d) yv
i =di* = > dhxror

(v,v)Esupp(d)

Prove that for all d,e € W, all i,j € Ny and for all weights w = (v, w) € Q the following
statements hold:

(a) Ifz' > deg®(d), then di = 0.

(b) di = (d7)7

(c) (d+e) =d; + e

(d) If d,e # 0, i := deg®(d) and j := deg®(e), then

supp;y;(de) = {(v + /. p+ ') | (v, ) € supp; (d) and (/, p') € supp;(e)}.
(e) If d,e # 0, i := deg®(d) and j := deg®(e), then

(de) _ Z c(d) (e) XV+V au—s—u

i+J w V we
(v,p)€suppt(d), (/') Esupp’ ()

(B) Keep the notations and hypotheses of part (A). We set

o (d) == ®(df) = Z CSBXKZE.
(v,v)esuppi(d) -
Prove on use of statements (a)—(e) of part (A) that for all d,e € W, all i, € Ny and for
all weights w = (v, w) € € the following statements hold:
(a) 07(d) := o7 (d7).
(b) If i > deg®(d), then o (d) = 0.
(c) o, (d) = o3 (d7)-
(d) o*(d+ ¢) = 0(d) + 02(e).
(C) (The Symbol of a Differential operator with Respect to a Weight) Keep the notations
of part (A), (B). We define the w = (v, w)-symbol of the differential operator d € W by

o fo it d =0,
o) = {a;‘fegw(d)(d) if d # 0.
Prove that for all d,e € W\ {0} the following statements hold.
(a) 04(d) = O(dgope(q) = aﬂ(dﬁegﬁ(d)(d)).
o¥(d) + o%(e) if deg®(d) = deg®(e) = deg®(d + ¢)

(b) o(d +e) = {a“(d) if deg®(d) > deg“(e).

First, we now prove that symbols behave well with respect to products of differential
operators.
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13.4. Proposition. (Multiplicativity of Symbols) Let w = (v,w) € Q and let d,e €
W. Then
o“(de) = o“(d)o“(e).

Proof. If d =0 or e = 0, our claim is obvious. So, let d,e # 0. We write i := deg®(d) and
j := deg®(e). Observe that deg®(de) =i + j. So, by Definition and Exercise 13.3 (A)(e)
we have
o“(de) = o5, ;(de) = ®((de)7;) =
= o Z C(d)C(c;)ﬁ, Xﬁz’aﬁw’) —

(v,p) €supp; (d), (v ,p) Esupp;(e)

() (e) yvtv utp
g CZHCH,E/_ Zﬁ -
(v,p2) Esupp(d), (' ') Esupps ()

>z (Y dyrz) -

(v,p) Esupp;(d) (V' ,p)Esupps(e)

O(d7)®(e7) = o7 (d)o(e) = o (d)a*(e).

2 J

O

In Definition and Remark 11.5 we have seen, that each left ideal L of the standard Weyl
algebra W induces a graded ideal in the associated graded ring with respect to a given
weight. These induced ideals will play a crucial role in our future considerations. We just
revisit now these ideals.

13.5. Reminder, Definition and Exercise. (A) (Induced Graded Ideals) Let L C W
be a left ideal, let w = (v, w) € Q be a weight and let us consider the w-graded ideal (see
Definition and Remark 11.5)

G(L) = P (LNWE) + W2 ) /W | = @L JL# | = Crpe(L) C GHW),
where

LY = LNW2:= (LNWY)

1 /ieNg

is the filtration induced on L by the weighted filtration Wg. We now consider the w-graded
ideal of P = P given by
G (L) = (n*) ' (G=(L)),
where N

e =n:P=P — G-
is the canonical isomorphism of graded rings of Theorem 9.4. We call G*(L) the (w-
graded) ideal induced by L in P.

(B) Let the notations and hypotheses be as part (A). Fix i € Ny and consider the i-th
w-graded part
G (L) =G (L) NP = (n*)7'(GY)
of the ideal G*(L) C IP. Prove the following statements:
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(a) Let d € L with deg(d) =i and let d := d + W%, € G¥(L);. Then it holds
(1) ~H(d) = (d7) = 0*(d) € G~ (L)s.

7

(b) Each element h € G¥(L); \ {0} can be written as
h = 0*(d), with d € L and deg®(d) = 1.
(C) (The Induced Erxact Sequence Associated to a Left Ideal with Respect to a Weight)
Keep the above notations and hypotheses. Prove the following statements:
(a) There is a short exact sequence of graded P“-modules
0— G (L) — G* — Gryerg(W/L) — 0,
where T:= 1+ L € W/L and WeKT is the w -filtration induced on the cyclic
D-module W/L by its subspace K.
(b) Annp(GrW.ﬁKT(W/—L‘U)) =G (L).
(c) V&(W/L) = Var(G (L)).
We call this sequence the short exact sequence associated to the left ideal L with respect
to the weight w.

Now, we are ready to formulate and to prove a result which we already announced in
the introduction to this section. It relates the symbols of the members of a Grébner bases
of a left ideal with the induced ideal with respect to a given weight.

13.6. Proposition. (Generation of the Induced Ideal by the Symbols of a
Grobner Basis) Let w € ), let L C W be a left ideal, let <€ AO(E) and let G be a
<“-Grobner basis of L. Then it holds

(3) T(L) = e Po ().
(b) For each h € G*(L) \ {0} there is some g € G\ {0} and some monomial m =
Y¥ZE € P such that
LM< (97 ()) = mLM. (97 (0(g))).
Proof. (a): As the ideal G*(L) C P is graded, it suffices to show, that for each i € Ny
and each h € G*(L); \ {0} we have h € > gecPo®(g). So, fix i € Ny and assume
that h ¢ > o Po(g) for some h € G*(L); \ {0}. Then, by Reminder, Definition and
Exercise 13.5 (B)(b), the set

is not empty. Choose d € & such that
LEgg(d) = mingﬁ{LE§£(€> ’ e < 6}
As G is a <9-Grdbner basis of L we find some g € G and some u € E such that LM<« (d) =
LMcw(ug) (see Definition, Reminder and Exercise 12.6 (C)(b)). With
LC<s(d)
Vi= ———u
LC<x(9)
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it follows that LE<w(d) = LE<«(vg), hence

LD<u(d) = LC<u(d)LE<«(d) = LC<u(d)LE<w(ug) = LD<w(vg) and deg®(vg) = i.
So, by Definition, Reminder and Exercise 12.2 (D)(d) we may conclude that either

(1) deg®(d —vg) < i, or else

(2) deg®(d —vg) =i and LE<w(d — vg) < LE<u(d).
In the case (1) we have (see Definition and Exercise 13.3 (C)(b) and Proposition 13.4)

0“(d) = 0*(d — (d — vg)) = 0*(vg)) = 0*(v)0*(9) € Y  Po*(g)
geG

and hence get a contradiction.
So, assume that we are in the case (2). As d — vg € L it follows by our choice of d, that
0(d —vg) € 3 e Po?(g). Observe that we have

i = deg?(d — vg) = deg”(vg) = deg®(d) = deg®((d — vg) + vg).
So, by Definition and Exercise 13.3 (C)(b) and by Proposition 13.4 we have
0%(d) = 0 ((d—vg)+vg) = 0*(d—vg)+0%(vg) = 0*(d—vg)+0%(v)o*(g) € Y _Po*(g),
geG

and this is again a contradiction.

(b): We find some i € Ny such that LM< (®~!(h)) = LM<(®~'(h{(h))). As the ideal
G*(L) C P is graded, we have h¥(h) € G*(L). So we may assume, that h € G~(L);\{0}.
Now, by Reminder, Definition and Exercise 13.5 (B), we find some d € L with deg®(d) = i

and ®~!(h) = d, whence
LM< (@71 (h)) = LM<(d) = LMca(d).
As G is a <“-Grobner basis of L, we find some g € G\ {0} with deg®(g) = j and some

monomial m = Y*Z% € P such that (see Definition, Reminder and Exercise 12.6 (C)(c)
and also Definition and Exercise 13.3 (C)(a))

LM<.(d) = mLM<.(g) = mLM<(g7) = mLM< (@7 (07(9))),

J
and so we get our claim. 0

Now, we are ready to prove our first basic finiteness result. It says that the set of all
induced ideals of a given left ideal in the Weyl algebra is finite.

13.7. Corollary. (Finiteness of the Set of Induced Ideals) Let L. C W be a left
tdeal. Then, the following statements hold:

(a) #{G*(L) | w € O} < 0.

(b) #{VL(W/L) |w € Q} < c0.
Proof. (a): Let G be an universal Grobner basis of L. Then, by Proposition 13.6, for each
w € Q we have G7(L) = 3. Po¥(g). For each g € G we write

- ¥ o

(v,p)€supp(g)

geG
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Then, for each w € ) we have
o(g) = ¢(gd£egg(g)> = Z C(K‘LQXZZ&-
(L) ESUPP w49 (9)

Therefore

#{0“(g) | w € O} < #{H C supp(g)} = 2P0,
It follows that

#{G(L) = Y Po(g) |w € Q} < #{(0%(9)) ,c; € P9 |w € Q} <

geG

< H o#supp(g) — g#supp(G)
geG

(b): This follows immediately from statement (a) on use of Reminder, Definition and
Exercise 13.5 (C)(c). O

The second statement of the previous result says that a given cyclic D-module has
only finitely many characteristic varieties, if w runs through all weights. Our first main
theorem says, that this finiteness statement holds indeed for arbitrary D-modules. To
prove this, we first have to investigate the behavior of characteristic varieties in short
exact sequences of D-modules. This needs some preparations.

13.8. Exercise and Definition. (A) Let w € Q and let
0—Q-——>U-""P—0

be an exact sequence of D-modules. Let V' C U be a finitely generated K-vector subspace

such that U = WV. We endow ) with the filtration
Qe = (fl(WiﬂV))ieNo.
Prove the following statements:

(a) For each ¢ € Ny there is a K-linear map

i QifQicy — WEV/WELV, g+ Qir > t(q) + WL, V.
(b) For each i € Ny there is a K-linear map

T WeV/WE  V — Wen(V) /W n(V), ¢+ W2,V = w(q) + Wi m(V).
(c) For each i € Ny it holds
! (Wz‘ﬂ—lﬂv)) = Q) + Wi, V.
(d) For each i € Ny there is a short exact sequence of K-vector spaces
0— Qi/Qi1 -5 WEV/W2 V% Wen (V) /W2 (V) — 0.

(B) (The Graded Ezact Sequence associated to a Short Ezact Sequence of D-Modules)
Keep the hypotheses and notations of part (A). Prove the following statements:

(a) For each ¢ € Ny there is a short exact sequence of K-vector spaces

0 — Gro,(Q); — Gryey (U); % Gryge v (P)i — 0.
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(b) There is an exact sequence of graded P“-modules
0 — Grg,(Q) —= Gryey (U) — Grye,y(P) — 0,

with 7 := @y, & and T := Py, Ti-
The exact sequence of statement (b) is called the exact sequence induced by the exact
sequence 0 — @ - U 5 P — 0 and the generating vector space V of U.

(C) Keep the previous notations and hypotheses. Prove the following statements:

(a) For each finitely generated K-vector subspace T' C @ with Q@ = WT and V' C «(T),
the two filtrations Q. and WeT of () are equivalent.

(b) Var(Annp(Gro, (Q))) = V<(Q).

Now, we can prove the crucial result, needed to extend the previous finiteness statement
for characteristic varieties from cyclic to arbitrary D-modules.

13.9. Proposition. (Additivity of Characteristic Varieties) Let w € Q and let
0—Q-——>U-"5P—0

be an exact sequence of D-modules. Then it holds
Ve(U) = V(Q) U V=(P).

Proof. We fix a finitely generated K-vector subspace V C U with WV = U and consider
the corresponding induced short exact sequence (see Exercise and Definition 13.8 (B))

0 — Grq,(Q) —= Gryey (U) = Gryye, oy (P) — 0.
On use of Exercise and Definition 13.8 (C)(b) we obtain
V(U) = Var(Annp(Gryyey (U))) =
= Var(Annp(Grg, (Q))) U Var (Annp(Grys v (P))) = V¥(Q) U V¥(P).

Now, we are ready to prove the announced first main theorem of this section.

13.10. Theorem. (Finiteness of the Set of Characteristic Varieties) Let U be a
D-module. Then
#{V2(U) |w € Q} < 0.

Proof. We proceed by induction on the number r of generators of U. If r = 1 we have
U = W/L for some left ideal L C W. In this case, we may conclude by Corollary 13.7
(b). So, let r > 1. Then, we find a short exact of D-modules

0—Q—U-"P—0
such that () and P are generated by less than r elements. By induction, we have
£{V2(Q) | w € Q) < o0 and £{V=(P) |w € O} < o0.
By Proposition 13.9 we also have
{VE(U) |w e Q} = {VH(Q) UV=(P) |w € O},
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hence
#{VHU) |w e Q} <H#H{VHQ) |w € U} + #{VH(P) | w € O} < oc0.
O

As already announced in the introduction to this section, our ultimate goal is to estab-
lish a certain stability result for characteristic varieties of a given D-module. To pave the
way for this, we perform a number of preparatory considerations, which are the subject
of the exercises to come.

13.11. Definition and Exercise. (A) (Leading Forms) We consider the polynomial ring
P. Let

f= >, dlyrzteP withclf) € K\ {0} for all (v, ) € supp(f).
(v,pt)€supp(f)
We set
supp; (f) = {(v, ) € supp(f) | vv + pw =i}
and consider the i—th homogeneous component of f with respect to w, thus the polynomial

P
(v,v)esupp(f)

The leading form of f with respect to the weight w is defined by

oo if f =0,
L) = {fd";gxf) it f 40,

Prove that for all f,g € P, all 7,5 € Ny and for all weights w = (v, w) € Q the following
statements hold:
(a) Ifi > deg (f), then f* =0
P= 1)
(f + g)* = [+ 9
( ) Z J+k= zf gk
L W

F“(fg) = LF(/)LF¥(g).
F(f) = f if and only if f is homogeneous with respect to the w-grading of P.

If d € W, then o2(d) = LF=(d(d)).
(B) (Leading Form Ideals) Keep the notations and hypotheses of part (A). If S C P is
any subset, we define the leading form ideal of S with respect to w by

LFI(S) := Y “PLF(f)
fes
Let SCT CPand <€ AO(]E). Prove the following statements:
(a) LFI%(S) C LFI¥(T).
(b) If for each t € T'\ {0} there is some monomial m = Y*Z% € M C P and some
s € S such that LM< (®7(t)) = mLM<. (®7'(s)), then LFI¥(S) = LFI*(T).
(c) For each ideal I C PP it holds

(b

(c
(d
(e
(f

) f
)
)
)
) L
(2)

)

LFI¥(I) = \/LFI2(VI).
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(d) If I, J C P are ideals, then
(1) LFI*(I nJ) C LFI*(I) N LFI*(/) and LFI#(1)LFI*(J) C LFI*(1J);
2) \/LFIZ(I NJ) = /LFI2(I) N LFI2(J) = \/LFI(1) N \/LFIE(J)

The announced Stability Theorem for Characteristic Varieties we are heading for, con-
cerns the behavior of characteristic varieties under certain changes of the involved weights.
To prepare this new type of considerations, we suggest the following exercise.

13.12. Exercise. (A) Prove that for all d € W, all i, 7 € Ny, all s € N and for all weights
a=(a,b),w = (v,w) € Q the following statements hold (For the unexplained notations
see Definition and Exercise 13.3):

(a) supp([d;]}) = supp;(d) (supp;(d).

(b) supp([d]7) € supp;i3(d).

(c) If i > deg (d), j > deg®(dy) and s > deg®(d) — j, then the inclusion of statement

(b) becomes an equality.
(d) If i > deg®(d), j > deg® (d7) and s > deg®(d) — j, then
wia _ gatsw
[dz ]] dj-i—sz .
(B) Prove on use of statements (a)—(d) of part (A) that for all d € W, all i, 7 € Ny, all
s € N and for all weights w = (v,w),a = (a,b) € Q the following statements hold:
d v W/ o
(a) ( ) E(Z E)esupp%(d)ﬂsupp?(d) C(ﬂi)xizﬁ = Uf(d;>
(b) If i > deg®(d), j > deg®(d;") and s > deg®(d) — j, then

o2(D]F = 023 (d).

) 7 J+si
The next two auxiliary results are of fairly technical nature. But they will play a crucial
role in the proof of our Stability Theorem.

13.13. Lemma. Let a,w € ), let d € W\ {0} and let s € N such that
s > deg®(d) — deg®™ (¢*(d)).
Then, the following statements hold:
(a) deg®™™(d) = deg® (0%(d)) + s deg“(d).
(b) LF*(0%(d)) = 0(d).
Proof. We write
:= deg®(d) and j := deg® (¢*(d)).
Observe, that 0¥(d) = o7 (d) = ®(dy), so that
j = deg® (6*(d)) = deg®(d;) and also s > deg®(d) — J.
Now, by Exercise 13.12 (B)(b) we obtain
LF(0%(d)) = [o7(d)]5 = 0557 (d).

% 7 J+st
It remains to show that
j+ si = deg®™*(d).
As LF*(0(d)) # 0 we have 0%, *(d) # 0 and hence j + si < deg®**(d) (see Definition
and Exercise 13.3 (B)(b)).
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Assume that j + si > deg®"*“(d). Then, we may write deg®™*“(d) = k + si, with k > j.
It follows, that s > deg®(d) — k. On apphcatlon of Exercise 13.12 (B)(b) we get that

(o (@) = ot (d) = 0% 7(d) # 0.
As k > j = deg® (0%(d)) we have [07(d)]; = 0 (see Definition and Exercise 13.11 (A)(a)).
This contradiction completes our proof. ([l

13.14. Lemma. Let L C W be a left ideal, let a,w € Q, let <€ AO(E) and let G be a
(<9)<-Grébner basis of L. Then

LFI%(G*(L)) = LFI2({c%(g) | g € G}).
Proof. By Reminder, Definition and Exercise 13.5 (B)(a) we have

S:={0%(9) | € G\{0}} CG (L) =T

If we apply Proposition 13.6 (b) with <¢ instead of <, we see that for all t € T there
is some monomial m = Y*Z" € M C P and some s € S such that LM<a (®71(¢)) =
mLM<a (®7!(s)). By Definition and Exercise 13.11 (B)(b) it follows that

LF12(G*(L)) = LFI%(S) = LFI%(T) = LFI*({0“(g) | g € G}).

Now, we are ready to formulate and to prove the announced stability result.

13.15. Theorem. (Stability of Induced Graded Ideals, Boldini [11], [12]) Let
L CW be a left ideal and let o € Q). Then, there exists an integer s = s(a, L) € Ny such
that for all s € N with s >s and all w € ) we have

LFI2(G*(L)) = G*™(L).

Proof. Let G be a universal Grobner basis of L. Then, by Lemma 13.14, for each w € §2
we have

LFI*(G*(L)) = LF1*({0“(9) | g € G}) = Y _PLF*(0*
geG
Now, we set

5 := max{deg®(g) | g € G\ {0}}.
By Lemma 13.13 it follows that LF*(0%(g)) = 0%"*(g) for all s € N with s > 5, all
we Qandall g € G\ {0}. So, forallsGNwrchs>sandallg€§2wehave
LFI%(G => P>y
geG
If we apply Proposition 13.6 (a) with o + sw instead of w we also get
0‘+S"J Z IF)O_a+sw
geG

for all s € N with s > 5 and all w € Q2. This completes our proof. 0
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13.16. Notation. If 3 C Spec(P) is a closed set we denote the vanishing ideal of 3 by I,
thus:
I3 = ﬂp —V/J, for all ideals J C P with 3 = Var(.J).
pe3
13.17. Theorem. (Stability of Characteristic Varieties, Boldini [11], [12]) Let U
be a D-module, and let o € Q). Then, there ezists an integer s = 5(a, U) € Ny such that
for all s € N with s > 5 and all w € ) we have

Var (LFI* (Iye(y)) = VE(U).

Proof. We proceed by induction on the number r of generators of U. First, let r = 1.
Then we have U = W/L for some left ideal L C W. By Theorem 13.15 we find some
5 € Ny such that for all s € N with s > 5 and all w € {2 we have

~a+tsw

LFI%(G*(L)) = G* (L).
By Reminder, Definition and Exercise 13.5 (C)(c) we have

Vet (1) = Var(G* (L)) and Ty = \/G(L).
By Definition and Exercise 13.11 (B)(c) we thus get

VP (1) =\ LPE (B (0) - | LEE @ (D)),

so that indeed — for all s € N with s > 5 and all w € 2 — we have

—Sa+Ssw

Var (LFI%(Iye@)) = Var(LFI2(G*(L)) = Var(G* (L)) = Va<(U).
Now, let r > 1. Then, we find a short exact of D-modules
0—Q-—=U-"P—0

such that @) and P are generated by less than r elements. By induction, we thus find a
number s € Ny, such that for all w € 2 and all s € N with s > s it holds

Var (LFI*(Iye(g))) = V¥™(Q) and Var(LFI*(Iys(p))) = VEF(P).
By Proposition 13.9 we have
Vet (1) = Vet (Q) U verse(p)
and hence, moreover
Iyay = Iva@uve(@) = Lva@) N lve(p).
By Definition and Exercise 13.11 (B)(d)(2) it follows from the last equality that

VLFI (Feq) = \JLFI2(Iyeqg)) 1 /LFI2 (Tyeqry).

Therefore
Var (LFI*(Iye())) = Var(LFI*(Iye(q))) U Var (LFI*(Iye(p))).
It follows, that
Var (LFIQ(IW(U))) — Vet (Q) U Vare(P) = Vet ([))
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for all w € Q and all s € N with s > 5. This completes the step of induction and hence
proves our claim. 0

To formulate our Stability Theorem in a more geometric manner, we introduce the
following notion.

13.18. Definition. (The Critical Cone) Let 3 C Spec(P) be a closed set. Then, the
critical cone of 3 1s defined as

CCone(3) := Var(LFI*(I3)),
where 1 = (1,1) € € denotes the standard weight.

On use of the introduced terminology, we now can define our Stability Theorem as
follows.

13.19. Corollary. (Affine Deformation of Characteristic Varieties to Critical
Cones, Boldini [11], [12]) Let U be a D-module. Then, there is an integer s =3(U) €
Ny such that for all w € Q and all s € N with s > 5 it holds

VA (U) = CCone(V<(U)).
Proof. This is immediate by Theorem 13.17. 0J

14. STANDARD DEGREE AND HILBERT POLYNOMIALS

In this section, we give an outlook to the relation between D-modules and Castelnuovo-
Mumford regularity, which we mentioned in the introduction. We shall consider a situa-
tion, which is exclusively related to the standard degree filtration W, = Wdee = Wat of
the underlying Weyl algebra W. Having in mind to approach the bounding result for the
degree of defining equations of characteristic varieties mentioned in the introduction, we
shall restrict ourselves to consider D-modules U endowed with filtrations VW, induced
by a finite-dimensional generating vector space V' of U.

14.1. Preliminary Remark. (A) Let n € N, let K be a field of characteristic 0 and
consider the standard Weyl algebra W = W(K,n) = K[X;, Xs,...,X,,,01,04,...,0,].
Moreover let A be a ring of smooth functions in X7, Xs,..., X, over K (see Remark and
Definition 11.11 (A)). One concern of Analysis is to study whole families of differential
equations. So for fired r;s € N one chooses a family T C W**" of matrices of differential
operators. Then one studies all systems of equations (see Remark and Definition 11.11
(B))
fi 0

0
D J? — ||, withDeF.

£ \o
(B) Let the notations and hypotheses by as in part (A). One aspect of the above
approach is to study the behavior of the characteristic varieties V4(D) := V aee (UD)
with respect to the degree filtration (see Definition and Remark 8.6 and Definition and

Remark 11.2 (D)) of the D-module Up defined by the matrix D (see Remark and Defini-
tion 11.11 (C)) if this latter runs through the family F.
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The goal of this section is to prove that the degree of hypersurfaces which cut out set-
theoretically the characteristic variety V4¢¢(D) is bounded, if D runs through appropriate
families F.

Below, we recall a few notions from Commutative Algebra.

14.2. Reminder, Definition and Exercise. (Hilbert Functions, Hilbert Polynomials and
Hilbert Coefficients for Modules over Very Well Filtered Algebras) (A) Let K be a field and
let R = ®ieNo R; be a homogeneous Noetherian K-algebra (see Conventions, Reminders
and Notations 1.1 (I) for this notion) , so that Ry = K and R = K[z, 2o, ...,z,] with
finitely many elements x1,zs,..., 2, € R;. Moreover, let M = €, , M; be a finitely
generated graded R-module. Then we denote the Hilbert function of M by hjs, so that
har(i) := dimg (M;) for all ¢ € Z. We denote by Py (X) the Hilbert polynomial of M, so
that hy(i) = Py (i) for all i > 0. Keep in mind that dim(M) = dim (R/Anng(M)) and

dim(M) -1, if dim(M) >0

deg (Py(X)) = {_OO, if dim(M) <0."

The Hilbert polynomial Py (X) has a binomial presentation:

dim(M)—-1 . o
Py(X) = Z (—1)*er(M) (X iril(ﬂ?{)kfl 1> (ex(M) € Z,eo(M) > 0).

The integer e, (M) is called the k-th Hilbert coefficient of M. If dim(M) > 0, eo(M) > 0
is called the multiplicity of M. Finally let us also introduce the postulation number of
M, thus the number pstin(M) := sup{i € Z | hy(i) # P (i)}

(B) Now, let (A, A,) be a very well filtered K-algebra (see Definition and Remark 77
(A)). Let U be a finitely generated (left) A-module. Chose a vector space V' C U of finite
dimension such that AV = U. Then, the graded Gr, (A)-module Gra,y(U) is generated
by finitely many homogeneous elements of degree 0 (see Exercise and Definition 10.5
(B)(c)). So, by part (A) this graded module admits a Hilbert function hya,v = har,,, )
with hy a,v(2) := dimg (GrA,V(U)i) for all i € Z, the Hilbert function of U with respect to
the filtration induced by V. Moreover, by part (A), the module Gr 4,y (U) admits a Hilbert
polynomial, thus a polynomial Py a,v(X) := Par,,,@)(X) € Q[X] with hya,v(i) =
Py a,v (i) for all ¢ > 0. We call this polynomial the Hilbert polynomial of U with respect to
the filtration induced by V. Keep in mind that according to part (A) we have dy4, (U) :=
dim (Gra,v(U)) = dim (V4,(U)). Moreover the polynomial Py 4,1 (X) has a binomial
presentation:

da, (U)—1
Prawv(X)= > (—1)fes(U,AV) (X ;d(/*&gU_) k_ _kl_l) (ex(U, AV) € 7).
k=0 .

The integer e (U, AV) is called the k-th Hilbert coefficient of U with respect to the
filtration induced by V. Finally, keep in mind, that by part (A) we have eg(U, AV) > 0
if da,(U) > 0. In this situation the number ey(U, A,V) is called the multiplicity of U with
respect to the filtration induced by V. For the sake of completeness, we set eo(U, AV') := 0
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if da,(U) < 0. Finally, according to part (A) we define the postulation number of U with
respect to the filtration induced by V:

psting 4, (U) = pstin(Gra,v(U)) == sup{i € Z | hya,v(i) # Puav(i)}.

(C) Keep the notations and hypotheses of part (B) and assume that d4, (U) > 0. Prove
the following claims.
(a) There is a polynomial Qp a,v(X) € Q[X] such that:
(1) deg (Qua,v (X)) = da,(U),
(2) AQuav(X)) == Quawv(X) = Qua,v(X — 1) = Pya,v(X) and
(3) dlmK(Al‘/) = QU,A.V(Z') for all 4 > 0.
(4) For each t € Z the polynomial Qua,v(X + t) € Q[X] has leading term

eo(U,AeV) yrda, (U
(ZiA.(U)! X ( )

(Hint: Observe that for all i € N we have dimg (A4;V) = Z;‘:O dimg (Gra,v(U);) =
Z;‘:O hU,A. (])) )
(b) The multiplicity e, (U) := eo(U, AsV') is the same for each finite dimensional K-
subspace V C U with AV = U.
(Hint: Let V(Y V® C U be two finite dimensional K-subspaces such that AV () =
AV® = U. Use Exercise and Definition 10.5 (C)(a) and Definition and Re-
mark 10.1 (C)(a) to find some r € Ny such that for all 7 € Z it holds A, V1) C
A,V® C A, VO, Then apply (a).)
(D)Let A=W = K[X1, Xs,...,X,,,81,0s,...,0,] and let A, = W, = We be the stan-
dard degree filtration of W (see Definition and Remark 8.6). Let U = K[X;, Xo, ..., X,)]
be the D-module of Example 11.9. Compute the two polynomials Py 4,x(X) and

Qu,a.x (X).

The next Exercise and Remark intends to present the Bernstein Inequality and the
related notion of holonomic D-module. For those readers, who aim to learn more abour
these important subjects, we recommend to consult one of [9], [8], [24], [37] or [38].

14.3. Exercise and Remark. (A) Endow the Weyl algebra
W = W(K,n) = K[Xl,XQ, ce ,Xn,al,@g,. .. ,8n]

with its standard degree filtration W, := Wd° (see Definition and Remark 8.6). If d € W
write deg(d) for the standard degree degl(d) of d. Use Exercise 6.4 (D) to prove the
following statement:
If d e W\ K, then there is some i € {1,2,...,n} such that
deg([X;, d]) = deg(d) — 1 or else deg([9;,d]) = deg(d) — 1.
(B) (The Bernstein Monomorphisms) Keep the notations of part (A) and let U be
a non-zero D-module over the Weyl algebra W. Let V' C U be a K-vector space of

finite dimension and endow U with the induced filtration U, := W,V (see Exercise and

Definition 10.5 (A),(B) and Definition and Remark 11.2 (D)). Let k£ € Ny, let d € W with
deg(d) = k and let i € {1,2,...,n}. Prove the following statement

(a) It k > 0 and dU, = 0, then [X;, d|Us_, = [, d|Us_, = 0.
Use part (A) and statement (B)(a) to prove the following claim by induction on k:
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(b) For each k € Ny there is a K-linear injective map ¢y : Wy — Homg (Uy, Uz),
given by ¢x(d)(u) := du, for all d € Wy, and all u € Uy.

(Hint: The existence of the linear map ¢y, is easy to verify. The injectivity of ¢g is obvious.
If £ > 0 and ¢ is not injective, part (A) and statement (B)(b) imply that ¢,_; is not
injective.)

(C) (The Bernstein Inequality) Keep the previous notations. Use statement (B)(b) to
prove

(a) For all k € Ny it holds (*}2") < dim (Uy)dimg (Usay,).

2n
(Hint: Determine dimy(Wy) for all k£ € Ny and keep in mind that for any two K-vector
spaces S, T of finite dimension one has dim(Hom (S, 7)) = dimg (S)dimg (T).)
Use statement (a) and Reminder, Definition and Exercise 14.2 (C)(a) to prove Bernstein’s
Inequality:

(b) IEU # 0, then dw, (U) = dy1a(U) > n.

(D) (Holonomic D-Modules) Keep the above notations. It is immediate from the def-
inition, that one always has the inequality dw,(U) < 2n. The D-module U is called
holonomic if dw,(U) < n, hence if U = 0 or else (by Bernsteins’ Inequality) U # 0 and
dw,(U) = n. Holonomic D-modules are of particular interest and play a crucial role in
many applications of D-modules. The result of Reminder, Definition and Exercise 14.2
(D) shows that the (simple!) D-module U = K[X7, Xs,...,X,] be the D-module of Ex-
ample 11.9 is holonomic.

Use Proposition 13.9 to prove the following result:

(a) If 0 — Q@ — U — P — 0 is an exact sequence of D-modules, then U is
holonomic if and only @) and P are holonomic.

Accepting without proof the fact that all simple D-modules are holonomic, one can prove
by statement (a) that a D-module U is holonomic if and only if it is of finite length, hence
if and only if it admits a finite ascending chain 0 =Uy C Uy € --- C U1 C U; = U of
submodules, such that U;/U;_; is simple for all all : = 1,... 1.

We now recall some basics facts on Local Cohomology Theory. As a reference we suggest
[18].

14.4. Reminder. (Local Cohomology Modules) (A) Let R be a commutative Noetherian
ring and let a C R be an ideal. The a-torsion submodule of an R-module M is given by

To(M) = | J (03 a") = lim;Homp(R/a", M).

n€Ng

Observe, that the assignment M — I'y(M) gives rise to a covariant left-exact functor of
R-modules (indeed a sub-functor of the identity functor) — called the a-torsion functor
— so that for each short exact sequence of R-modules 0 — N — M — P — 0 we
naturally have an exact sequence 0 — I'y(N) — ['y(M) — ['y(P).

If i € Ny, the i-th local cohomology functor H!(e) with respect to the ideal a can be
defined as the i-th right derived functor R'I'4(e) of the a-torsion functor, so that for each
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R-module M one has:
H.(M) = R'To(M) = lim_ Ext}(R/a", M).

For each short exact sequence of R-modules 0 — N — M — P — 0 there is a
natural exact sequence of R-modules

0 — H)(N) — H)(M) — HJ(P) — H,(N) — H}(M) — H}(P) —
— H(N) — H{(M) — Hi(P) — H(N) — H}(M) — H(P) -,
the cohomology sequence associated to the given short exact sequence. In particular, local

cohomology commutes with finite direct sums.
Moreover, we have

(a) If Va=/>.;_, Rx; for some elements x1, x,...,x, € R, then H:(M) = 0 for all
¢ > r and all R-modules M.
(b) H:(M) =0 for all i > dim(M) and all (finitely generated) R-modules M.

(B) (Graded Local Cohomology) Assume from now on, that the ring R of part (A) is
(positively) graded and that the ideal a C R is graded, so that

R=@PR;anda=Pa;, witha;=anR; (VjeNy).
J€No Jj€No

If M = @, My is a graded R-module then, for each i € Ny, the local cohomology
module of M with respect to a carries a natural grading:

Hy(M) = D) Hy(M);.
JEL
Moreover, if h : M — N is a homomorphism of graded R-modules, then the induced
homomorphism in cohomology H:(M) — H(N) is a homomorphism of graded R mod-
ules. If 0 — N — M — P — 0 is an exact sequence of graded R-modules, then so
is its associated cohomology sequence (see part (A)).

(C) (Graded Local Cohomology with Respect to the irrelevant Ideal) Let R = €D ey, R;
be as in part (B). The irrelevant ideal of R is defined by

R+ = @RJ

jeN
The graded components of local cohomology modules of finitely generated graded R mod-
ules with respect to the irrelevant ideal R, behave particularly well, namely:
(a) Let i € Ny and let M = &P ez M; be a finitely generated graded R-module. Then:
(1) Hg, (M), is a finitely generated Ry-module for all j € Z.
(2) Hy (M); =0 for all j > 0.

Bearing in mind what we just said in Part (C), we no can introduce the cohomological
invariant which plays the crucial role in this Section: Castelnuovo-Mumford regularity.
As a reference we suggest Chapter 17 of [18].
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14.5. Reminder, Remark and Exercise. (Castelnuovo-Mumford Regularity) (A) Keep
the notations and hypotheses of Reminder, Definition and Exercise 14.2(A) and of Re-
minder 14.4. For each finitely generated graded module M = ez M over the homo-
geneous Noetherian K-algebra R = @JGNO = K[x1,x9,...,2,] and for each k € Ny
by Reminder 14.4 (A)(a),(b) and (C)(a)(2) we now can define the Castelnuovo-Mumford
reqularity at and above level k of M by

reg®(M) = sup{a;(M) +i|i >k} = max{a;(M)+i|i=kk+1,...,dim(M)}
with
a;(M) :=sup{j € Z | HEJF(M)j # 0} for all i € Ny,
where H§+(M ); denotes the j-th graded component of the i-th local cohomology module
Hy (M) = @y, Hy, (M)i of M with respect to the irrelevant ideal Ry := @,y Rj =
> _, Ry, (see Reminder 14.4 (B),(C)).
Keep in mind that the Castelnuovo-Mumford reqularity of M is defined by
reg(M) :=reg’(M) = sup{a;(M) +i | i € Ng} = max{a;(M)+i|i=0,1,...,dim(M)}
and keep in mind the fact that
reg' (M) = reg(M /T, (M)) and Payr,,, ) (X) = Pu(X).
(B) Keep the notations and hypotheses of part (A). Let

gendeg(M) :=inf{m € Z | M = Z RM,} (< reg(M))
k<m
denote the generating degree of M. Keep in mind, that the ideal Anng(M) C R is
homogeneous. Use the previous inequality to prove the following claims:

(a) If b € Z such that reg (Anng(M)) < b, there are elements

fis fas .o, fs € Anng(M UR ) with Var(Anng(M ﬂVar fi)-

i<b

(C) We recall a few basic facts on Castelnuovo-Mumford regularity.

(a) If r € N and R = K|[T},Ts,...,T,] is a polynomial ring over the field K, then
reg(R) = reg (K[T1, T3, ...,T;]) = 0.
(b) If 0 — N — M — P — 0 is a short exact of finitely generated graded R
-modules, then we have the equality reg(N) < max{reg(M),reg(P) + 1}.
(¢) If r € Nand if MM M@ . M are finitely generated graded R-modules, then
we have the equality reg (@D)_, M) = max{reg(M¥) |i=1,2,...,7}.
(D) We mention the following bounding result (see Corollary 17.4.2 of [18]):

(a) Let R = €D,cy, I be a Noetherian homogeneous ring (see Conventions, Re-
minders and Notations 1.1 (I) for this notion) such that Ry is Artinian and local.
Let W = D, W; be a finitely generated graded R-module and let P € Q[X]\{0}.
Then, there is an integer G such that for each R-homomorphism f: W — M of
finitely generated graded R-modules, which is surjective in all large degrees and
such that Py, = P, we have reg!(M) < G.
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Use the bounding result of statement (a) to prove the following result.

(b) There is a function B : N2 x Q[X] — Z such that for each choice of r,t € N,
for each field K, for each homogeneous Noetherian K-algebra R = @ZENO R; with
hr(1) <t and each finitely generated graded R-module M = @, , M; with M =
RMj and hp(0) < r we have

reg' (M) < B(t,r, Py).

Another bounding result, which we shall use later is (see Corollary 6.2 of [17]):

(c) Let R = K[I1,T5,...,T,] be a polynomial ring over the field K, furnished with
its standard grading. Let f : W — V be a homomorphism of finitely generated
graded R-modules such that V' # 0 is generated by p homogeneous elements of
degree 0. Then

r—1
reg (Im(f)) < [max{gendeg(W),reg(V) + 1} + p + 1]2
We now prove a special case of Theorem 3.10 of [16].

14.6. Proposition. Let r € N, let R := K[T},Ts,...,T,| be the polynomial ring over the
field K and let M = € M, be finitely generated graded R-module with M = RM,.
Then

neNp

reg (Anng(M)) < [reg(M) + har(0)* + 217"+ 1.

Proof. Observe first, that we have an exact sequence of graded R-modules

0 — Anng(M) — R - Hompg(M, M), with x + €(x) := zldyy, for all z € R.
Moreover, there is an epimorphism of graded R-modules

7 RO 5 M — 0.
So, with ¢g := Hompg(m, Idys) we get an induced monomorphism of graded R-modules
0 — Homp(M, M) % Homp(R"(©) M) = ppha (@),
So, we get a composition map
fi=goe: R— M"O) =V with Im(f) = Im(¢) = R/Anng(M).

Now, observe that gendeg(R) = 0 (see Reminder, Remark and Exercise 14.5 (C)(a)),
reg(V) = reg(M) (see Reminder, Remark and Exercise 14.5 (C)(c)) and that V' is gen-
erated by hjs(0)? homogeneous elements of degree 0. So, by Reminder, Remark and
Exercise 14.5 (D)(c) we obtain

reg (R/Anng(M)) = reg (Im(f)) < [reg(M) + has(0)2 +2]” .

On application of Reminder, Remark and Exercise 14.5 (C) (b) to the short exact sequence
of graded R-modules

0 — Anng(M) — R — R/Anng(M) — 0
and keeping in mind that reg(R) = 0, we thus get indeed our claim. O

14.7. Exercise. Let the notations and hypotheses be as in Proposition 14.6. Show that
(a) reg (Anng(M/Tg, (M))) < [reg! (M) + har(0)2 + 22" 4 1.



NOTES ON WEYL ALGEBRAS AND D-MODULES 91

Var(Anng(M)), if dimp(M) >

0

b) Var(A M/Tr, (M))) =

( ) ar( nnR( / R+( ))) {@7 if dlmR(M) —0.

14.8. Notation, Remark and Exercise. (A) Let B : N2 x Q[X] — Z be the bounding
function introduced in Reminder, Remark and Exercise 14.5 (D)(b).

We define a new function
F:N?x Q[X] — Z by F(t,r, P) .= [B(t,r,P) +r*+2*  +1 (t,r eN,PecQ[X]).

(B) Let the notations as in part (A). Use Proposition 14.6, Reminder, Remark and
Exercise 14.5 (B) and Exercise 14.7 to show that for each field K, for each choice of
r,t € N, for each polynomial ring R = K[T},T5,...,T;] and for each finitely generated
graded R-module M = M,, with M = RMy, hp(0) < r and Py, = P, we have the
following statements:

(a) reg (Anng(M /T, (M))) < F(t,r, P).

(b) There are homogeneous polynomials fi, fa, ..., fs € Anng(M/T'g, (M)) with
(1) deg(fi) < F(t,r,P) foralli=1,2,...,s.
(2) Var(Anng(M)) = Var(fi, fo, ..., fs) = (i, Var(fy).

No, we are ready to prove the main result of this section.

n€Np

14.9. Theorem. (Boundedness of the Degrees of Defining Equations of Char-
acteristic Varieties, compare [16]) Let n € N, let K be a field of characteristic 0, let
U be a D-module over the standard Weyl algebra

W:W(K,TL> == K[Xl,XQ,...7Xnal,ag,...,an]
and let V- C U be a K-subspace with dimg (V) <r < oo and U = WV. Moreover, let
F:N*xQX] —Z

be the bounding function defined in Notation, Remark and FEzercise 14.8 (A). Keep in
mind that the degree filtration Wi of W (see Definition and Remark 8.6) is very good
(see Corollary 8.7 (a)) and let

PU,ergV E Q[X]

be the Hilbert polynomial of U induced by V with respect to the degree filtration W (see
Reminder, Definition and Exercise 14.2 (B)).

Then, there are homogeneous polynomials

fifo oo fs €P =K1, Yo, ...\ Yo, 20, 2o, ... Zy)]

such that

(a) deg(f;) < F(2n,r, PU’erg).

(b) Viyaes (U) = Var(fi, fo, ..., fs) = =y Var(fi).
Proof. Observe that (see Definition and Remark 11.2)

Viyaes (U) = Var (Annp(erfegv(U)).
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Now, we may conclude by Notation, Remark and Exercise 14.8 (B)(b), applied to the
graded P-module Gryyaes, (U) and bearing in mind that - by Exercise and Definition 10.5
(B)(c) — this latter graded module is generated in degree 0. O

14.10. Conclusive Remark. (A) Keep the above notations. To explain the meaning of
this result, we fix r, s € N and we fix a polynomial P € Q[X]. For any matrix

d11 d12 . dlr
_ dQl dgg . d27- c WSXT
dsl dsQ s dsr

of polynomial partial differential operators we consider the induced epimorphism of D-
modules
W =5 Up — 0,
consider the K-subspace
K" = (Wgeg)T W
and set
VD =T D(K T).
Then, referring to our Preliminary Remark 14.1 we consider the family of systems of
differential equations

F=F":={DeW> |P,

Up,We*EVp

= P}

whose canonical Hilbert polynomial P, equals P. As an immediate application of

W Vp
Theorem 14.9 we can say

The degree of hypersurfaces which cut out set-theoretically the characteristic variety
Vde8(D) is bounded, if D runs through the family F.
Clearly, our results give much more, as they bound the invariant

reg(Annp [ergegvp (Up)/Te, (Grygaesy, (Up)])

along the class F”.

(B) Our motivation to prove Theorem 14.9 was a question arising in relation with
the PhD thesis [5], namely: Does the Hilbert function (with respect to an appropriate
filtration) of a D-module U over a standard Weyl algebra W bound the degrees of poly-
nomials which cut out set-theoretically the characteristic variety of U? This leads to the
question, whether the Hilbert function h,; of a graded module M which is generated
over the polynomial ring K[Xj, Xs, ..., X,| by finitely many elements of degree 0 bounds
the (Castelnuovo-Mumford) regularity reg(Anng(M)) of the annihilator Anng(M) of M.
This latter question was answered affirmatively in the Master thesis [39] and lead to the
article [16].

Theorem 14.9 above actually improves what has been shown in [16] and in Theorem 14.6 of
[15]. There it is shown, that the degrees of the polynomials fi, fa,, ..., fs € P which occur
in Theorem 14.9 are bounded in terms of n and the Hilbert function hy,v = har,, )
(see Reminder, Definition and Exercise 14.2 (B)). More precisely, in these previous results,
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the degrees in question are bounded in terms of n, hy 4,v(0) and the postulation number
(see Reminder, Definition and Exercise 14.2 (A))

pstlny,(U) :=sup{i € Z | hya,v (i) # Pyav(0)} = pstln(GlA.V(U)

of U with respect to the filtration A,V. Theorem 14.9 shows, that the postulation number
pstlny, i (U) is not needed to bound the degrees we are interested in.

(C) We thank the referee for having pointed out to us, that Aschenbrenner and Leykin
2] have proved a result, which is closely related to Theorem 14.9 and which furnishes a
bound on the degree of the elements of Grébner bases of a left ideal I C W of our Weyl
algebra. More precisely, if w € Q (see Notation 13.1), if d € N and if [ is generated
by elements whose w-weighted degree deg®(e) does not exceed d, then I admits a <%-
Grobner b2asi§ consisting of elements whose w-weighted degree does not exceed the bound
2(£ + )

As the Castelnuovo-Mumford regularity reg(a) of a graded ideal in the polynomial ring
a C K[Xy,z,...,X,] over a field K is an upper bound for the degree of the polynomials
occuring in some Grobner basis of a, the mentioned result in [2] corresponds to the ”clas-

sical “ regularity bound reg(a) < (2gendeg(a))2" * for graded ideals in the polynomial ring
(see [27], [28], [23], but also [17] and [22]). Via Grobner bases and Macaulay’s Theorem
for Hilbert Functions (see [26], for example), this latter regularity bound on its turn, is
also related to the module theoretic form of Mumford’s regularity bound ([18], Corollary
17.4.2), we were using as an important tool in the proof of Theorem 14.9 (see Reminder,
Remark and Exercise 14.5 (D)(a)).
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