
BIRATIONAL GEOMETRY OF DELIGNE-MUMFORD
STACKS

ANDREW KRESCH AND YURI TSCHINKEL

Abstract. We investigate the birational geometry of Deligne-Mumford
stacks and define new birational invariants in this context.

1. Introduction

Birational geometry of algebraic varieties is a classical subject in alge-
braic geometry. Closely related to this is G-equivariant birational geom-
etry for a finite group G, also a well-studied area. There are meaningful
parallels between these theories: the study of birationality over an alge-
braically nonclosed field k is analogous, in many aspects, to equivariant
birationality over an algebraically closed field, where the role of G is
played by the absolute Galois group of k. This point of view has been
brought into focus by Manin [37].

In this paper, we explore the birational geometry of Deligne-Mumford
stacks over fields of characteristic zero. In the setting of a projective G-
variety X the associated Deligne-Mumford stack [X/G] carries features
such as stabilizer groups, but does not carry the full information of X
with G-action. The passage

X ý G  [X/G]  k(X)G = k(X/G)

from equivariant geometry to geometry of Deligne-Mumford stacks and
subsequently to classical birational geometry involves a loss information
at each step. There is extensive literature on rationality of fields of
invariants and relevant obstructions, such as unramified cohomology (see,
e.g., [45], [13], [17], [14]), as well as a growing literature on equivariant
birationality (see, e.g., [41] and references therein, [31], [25]).

The Burnside ring, introduced in [27], encodes classical birational
types:

Burn =
∞⊕
n=0

Burnn;

the grading is by dimension. Refinements to Deligne-Mumford stacks
and G-varieties, respectively, appear in [29] and [31], with corresponding
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Burnside groups and compatibility homomorphisms:

Burnn(G) −→ Burnn −→ Burnn .

Important to the birational geometry of Deligne-Mumford stacks is
the appropriate notion of birational equivalence. In [29, Thm. 4.1], the
class in Burnn of an n-dimensional Deligne-Mumford stack (when this is
defined) is shown to satisfy [X ] = [Y ] in Burnn whenever X and Y are
birationally equivalent, in the sense of fitting into a diagram

X ′

�� ��
X Y

where the morphisms are representable, proper, and birational.
A subtle phenomenon is the existence of X and Y , not birationally

equivalent, with [X ] = [Y ] in Burnn. For instance, over an algebraically
closed field we consider the unique (nontrivial) action of G = Z/2Z
on elliptic curves. If E and F are non-isomorphic elliptic curves, then
the quotient stacks X = [E/G] and Y = [F/G] constitute such a pair
(n = 1). By way of contrast, the class in Burnn, respectively in Burnn(G),
fully captures the birational type of a projective variety, respectively the
equivariant birational type of a projective G-variety of dimension n.

In this paper, we introduce a refinement of Burnn which fully captures
the relevant birational type. This is an abelian group

Burn =
∞⊕
n=0

Burnn

defined by explicit generators and relations. This is a refinement, in that
a quotient by further explicit relations

Burn =
∞⊕
n=0

Burnn,

can be identified with the group from [29]:

Burnn ∼= Burnn.

Our principal constructions and results are:

• The groups Burn and Burn, in Section 7;
• Associated birational invariants of Deligne-Mumford stacks, in

Section 8;
• Specialization homomorphisms, in Section 9;
• Comparisons among various Burnside and Grothendieck groups,

in Section 10.
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A substantial part of the paper, Sections 2 to 6, is devoted to founda-
tions of birational geometry of stacks. Throughout, we provide examples
illustrating various aspects of the theory.

Acknowledgments: The second author was partially supported by NSF
grant 2301983.

2. Orbifolds and stabilizer groups

We work over a field k of characteristic zero. We are interested in the
birational geometry of orbifolds over k.

Algebraic orbifolds are smooth separated irreducible Deligne-Mumford
(DM) stacks of finite type over k, with trivial generic stabilizer. All
algebraic stacks in this section are of finite type over k, unless indicated
otherwise. All morphisms are morphisms over k.

Example 2.1. A standard example of a DM stack is

X = [X/G],

where X is an algebraic variety over k with regular action of a finite group
G. This is the category, where an object is a G-torsor E → T (over an
arbitrary k-scheme T ) with a G-equivariant morphism E → X, and a
morphism is a G-equivariant isomorphism of torsors (over a morphisms of
k-schemes), compatible with the morphisms to X. Informally, the stack
X encodes the G-equivariant geometry of X, e.g., when k is algebraically
closed, the category X (k) of k-points of X has isomorphism classes of
objects in bijective correspondence with the G-orbits of X(k). The case
X = Spec(k) gives

BG,

the category of G-torsors (over k-schemes) and G-equivariant morphisms
(over morphisms of k-schemes).

A separated DM stack, or more generally an algebraic stack satisfying
the weaker hypothesis of having finite inertia, has a coarse moduli space.
For instance, X = [X/G] has coarse moduli space X/G, the quotient
variety when this exists (e.g., when X is quasi-projective), generally the
algebraic space quotient. When X is nonsingular and the G-action is
faithful, X = [X/G] is an example of an orbifold.

For an orbifold, when the coarse moduli space is a projective scheme,
we speak of a projective orbifold, and when quasi-projective, a quasi-
projective orbifold. The same definitions apply to smooth separated DM
stacks; cf. [28]. If X is quasi-projective, then X ∼= [X/G] for some linear
algebraic group G acting on a smooth quasi-projective scheme X; in
fact, we may take G to be GLN for some N . But it is a subtle question,
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whether this can be achieved with a finite group G. Even in dimension
one, there exist orbifolds not of the form [X/G], for any variety X and
finite group G. E.g., for any positive integers a and b, not both equal to
1, the stack

P(a, b) = [A2 \ {0}/Gm],

with action t · (x, y) = (tax, tby), cannot be expressed as stack quotient of
a scheme by a finite group (cf. [8]). This is an orbifold when gcd(a, b) = 1.

Algebraic stacks form a 2-category, where besides morphisms (over k)
there are 2-morphisms given by natural transformations of functors (over
identity morphisms in the base category of k-schemes). The 2-morphisms
are all invertible.

We often perform local constructions, such as the projective fibration
Proj Sym E → X associated with a coherent sheaf E on a given algebraic
stack X . This, along with a more general projective morphism to X ,
which by definition is one that admits a factorization up to 2-isomorphism
as a closed immersion to a projective fibration, provides an example of
representable morphism. A morphism Y → X is representable if, for any
scheme T with morphism to X , the fiber product T ×X Y is an algebraic
space.

Lemma 2.2. Let f : Y → X be a projective morphism of separated DM
stacks. Then the induced morphism of coarse moduli spaces e : Y → X
is projective.

Proof. The morphism e is proper, since the composite Y → X is proper
and Y → Y is proper surjective. We will exhibit a line bundle M on
Y , whose pullback to a finite scheme cover of Y is ample, relative to the
composite morphism to X. When X and Y are schemes, [20, (2.6.2)]
tells us that e is projective, with relatively ample line bundle M . The
proof given in [20, (2.6.3)] uses Chevalley’s theorem. This is available for
algebraic spaces, and we reach the same conclusion, supposing just X to
be a scheme. The general case reduces to this one, by base change to
an étale atlas of X, since the condition of obtaining a closed immersion
Y → Proj Sym e∗(M

n), for n� 0, may be checked étale locally.
By [35, (16.6)], there exists a scheme Z with a finite surjective mor-

phism Z → X . We let W = Y ×X Z, with projection morphisms p to Y
and g to Z, so p is finite and surjective, and g is projective. The com-
posite morphisms r : Z → X and s : W → Y are proper and quasi-finite,
hence finite. As well, they are surjective.

Factoring f up to 2-isomorphism as Y → Proj Sym E → X we let
L denote the restriction to Y of the line bundle OProj Sym E(1). By [33,
Lemma 2], after replacing L by a tensor power, we may suppose that L
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is isomorphic to the pullback of a line bundle M on Y . So s∗M ∼= p∗L is
ample relative to g, hence also relative to r ◦ g, and e is projective. �

Stacks with representable morphism to a given stack Y form, in a nat-
ural way, an ordinary category. An object is a stack X with representable
morphism f : X → Y . A morphism to another object f ′ : X′ → Y is an
equivalence class of pairs (g, α), consisting of a morphism g : X → X′

and 2-isomorphism α : f ⇒ f ′ ◦ g. The equivalence relation is defined by
(g, α) ∼ (g′, α′) when there exists a 2-isomorphism β : g ⇒ g′, such that

α′(x) = f ′(β(x)) ◦ α(x)

for all objects x of X.
A useful variant, given a stack X with morphism f : X → Y , is the cat-

egory of factorizations of f through a stack with representable morphism
to Y . An object is a stack X with representable morphism f : X → Y ,
morphism π : X → X, and 2-isomorphism ι : f ⇒ f ◦ π. A morphism to
f ′ : X′ → Y , with π′ : X → X′ and ι′ : f ⇒ f ′ ◦π′, is an equivalence class of
pairs (g, α) as above, admitting a compatible 2-isomorphism π′ ⇒ g ◦ π.

Suppose that X has a coarse moduli space and Y has separated di-
agonal. The construction of the coarse moduli space of X , carried out
(smooth) locally over Y , yields the relative coarse moduli space [3, §3].
This is characterized as the initial object in the category of factorizations
of f through a stack with representable morphism to Y . When this is
1Y , with f and 1f , we call f a coarsening morphism [6, §2.3]. Given a
morphism Y → Z, the morphism π : X → X induces an isomorphism
of relative coarse moduli spaces over Z. In particular, π induces an
isomorphism of coarse moduli spaces [6, Lemma 2.3.4(iii)].

Example 2.3. The diagonal

∆: X → X ×X

is representable. For a point of an algebraic stack X , represented by a
morphism x : Spec(`) → X for a field `/k, we obtain a stabilizer group
scheme Gx, locally of finite type over `, fitting into a fiber diagram

Gx
//

��

X

∆
��

Spec(`)
∆◦x // X × X

with the diagonal ∆ of X . For the stacks that we typically consider,
DM stacks with finite inertia, Gx will be reduced and finite. Passing to
an algebraic closure of ` leads to a finite group, the geometric stabilizer
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group at x. Fixing `, an isomorphism in X (`) is a 2-isomorphism

Spec(`)

x

''

x′

88⇓ X (2.1)

and this determines an isomorphism

Gx → Gx′ . (2.2)

A different choice of 2-isomorphism ⇓ in (2.1) determines an isomorphism
that differs from (2.2) by an inner automorphism of Gx′ . In the sequel,
DM stacks with abelian geometric stabilizer groups, at least over a dense
open substack U of X will play the biggest role. Then the geometric
stabilizer groups of points of U are defined up to canonical isomorphism.

Remark 2.4. All of the stabilizers are packaged together in the inertia
stack, which is the stack IX in the fiber diagram

IX //

��

X
∆
��

X ∆ // X × X

If X is a smooth separated DM stack, then so is IX , and so are the locally
closed substacks of X , appearing in the stratification by isomorphism
type of geometric stabilizer.

3. Normal crossing divisor and root construction

We continue to work with stacks of finite type over a field k of char-
acteristic 0.

A normal crossing divisor on a smooth separated DM stack X is a
divisor D ⊂ X , whose pre-image in one or equivalently every étale altas
U of X is a normal crossing divisor on U . If, furthermore, we can write
D = D1 ∪ · · · ∪ D`, where each Di is smooth, then we call D a simple
normal crossing (snc) divisor. Equivalently, an snc divisor on X is a
normal crossing divisor whose irreducible components are smooth.

Remark 3.1. Desingularization of a reduced Noetherian quasi-excellent
algebraic stack in characteristic 0 is established in [47]. This is appli-
cable to reduced stacks, of finite type over a field of characteristic zero.
The case of reduced stacks of finite type over a DVR with residue field
of characteristic zero, needed in Section 9, is also covered. Embedded
resolution of singularities is also available in this generality [48].
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Let D be a arbitrary divisor on a smooth separated DM stack X , and
let r be a positive integer. We recall the root stack

r
√

(X ,D)

of [16, §2], [2, App. B]. The divisor D determines a line bundle OX (D)
with section vanishing along D, hence a morphism

X → [A1/Gm]. (3.1)

The root stack is the fiber product
r
√

(X ,D) = X ×[A1/Gm] [A1/Gm],

where [A1/Gm] → [A1/Gm] is the morphism induced by the rth power
maps on A1 and on Gm. The substack

r
√

(X ,D)×[A1/Gm] [{0}/Gm]

is the gerbe of the root stack GD [16, Def. 2.4.4]; we recall that a gerbe is
a morphism of stacks (in this case, GD → D) which admits (étale) local
sections, such that any pair of local sections are locally isomorphic. For
r > 1, the root stack is smooth if and only if D is smooth.

Lemma 3.2. Let X be a smooth separated irreducible DM stack and D
a divisor on X with normal bundle N = ND/X . We denote by Z the
zero-section of N . Then we have a canonical isomorphism

NGD/ r
√

(X ,D)
∼= r
√

(N ,Z).

In particular, the complement of the zero-section of NGD/ r
√

(X ,D)
is iso-

morphic to the complement of the zero-section of ND/X .

Proof. There is a 2-commutative diagram of stacks (not a fiber diagram!)

[A1/Gm]
0 //

(−)r

��

[A1/Gm]

(−)r

��
[A1/Gm]

0 // [A1/Gm]

where the horizontal arrows are given by the Gm-equivariant morphism
sending A1 to {0} ⊂ A1 and the vertical arrows are induced by the rth
power maps on A1 and on Gm. When we perform base change by the
morphism (3.1) we obtain

[A1/Gm]×0◦(−)r,[A1/Gm] X //

��

r
√

(X ,D)

��
[A1/Gm]×0,[A1/Gm] X // X
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We analyze the terms on the left. Identifying [A1/Gm] with the normal
bundle to [{0}/Gm] in [A1/Gm], flatness of (3.1) leads to an identification

[A1/Gm]×0,[A1/Gm] X ∼= ND/X .
Analogously,

[A1/Gm]×0◦(−)r,[A1/Gm] X ∼= NGD/ r
√

(X ,D)
.

Now the fiber square

NGD/ r
√

(X ,D)
//

��

[A1/Gm]

(−)r

��
ND/X // [A1/Gm]

gives rise to an identification of NGD/ r
√

(X ,D)
with the rth root stack of

ND/X along the zero-section. �

We return to the setting of an snc divisor D = D1∪· · ·∪D` on a smooth
separated DM stack X . As mentioned above, to obtain a smooth root
stack r

√
(X ,D) (with r > 1) we require D to be smooth, equivalently,

Di ∩ Dj = ∅ for i 6= j. A different construction, the iterated root stack
[16, Defn. 2.2.4], preserves smoothness when applied to an snc divisor.
Each Di individually determines a morphism to [A1/Gm], so together we
have a morphism

X → [A`/G`
m].

Let an `-tuple of positive integers r = (r1, . . . , r`) be given. The product
of the morphisms (−)ri is a morphism

(−)r : [A`/G`
m]→ [A`/G`

m].

The iterated root stack is
r
√

(X ,D) = X ×[A`/G`m],(−)r [A`/G`
m].

Another sort of root stack, given in [16, §2], [2, App. B], is the rth

root r
√
L/X of a line bundle L on X . This is defined as

X ×BGm BGm, (3.2)

the fiber product of X → BGm associated with L, and the rth power
map BGm → BGm.

Lemma 3.3. Let X be a smooth separated DM stack, D a divisor on X ,
and r and s positive integers. Let X ′ = r

√
(X ,D), with gerbe of the root

stack GD and morphism π : X ′ → X . Then:

(i) One has
s
√

(X ′,GD) ∼= rs
√

(X ,D).
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(ii) Let L be a line bundle on X and L′ = π∗L. Then

s
√
L′/X ′ ∼= r

√(
s
√
L/X ,D ×X s

√
L/X

)
Proof. Statement (i) follows from the definition, since the composite

[A1/Gm]
(−)s−→ [A1/Gm]

(−)r−→ [A1/Gm]

is equal (up to 2-isomorphism) to

(−)rs : [A1/Gm]→ [A1/Gm].

For (ii), we argue similarly, using the two composite morphisms

(−)r × 1 ◦ 1× (−)s and 1× (−)s ◦ (−)r × 1

from [A1/Gm]×BGm to [A1/Gm]×BGm. �

Proposition 3.4. Let D be a divisor on a smooth separated DM stack
X , and r a positive integer. Then

r
√

(X ,D)→ X
is a coarsening morphism. The same holds when D = D1∪ · · · ∪D` is an
snc divisor for the iterated root stack

r
√

(X ,D)→ X ,
for any r, and for the rth root

r
√
L/X → X

of any line bundle L.

Proof. A root stack is a coarsening morphism, by [16, Cor. 2.3.7]. The
case of an iterated root stack is taken care of by the observation [16,
Rmk. 2.2.5] that an iterated root stack may be obtained as a sequence
of individual root stacks. �

4. Birationality

Interest in birational geometry of stacks was stimulated by progress in
the Minimal Model Program for moduli stacks, see e.g. [23], from which
we have taken the notions in Definition 4.1, below. All stacks in this
section are DM stacks, separated and of finite type over k. (In several
places, clearly indicated, there are DM stacks which are separated and
of finite type over a different field.)

Definition 4.1. Let X and Y be stacks.

(i) A morphism f : X → Y is birational if f restricts to an isomor-
phism U → V of dense open substacks of X , respectively Y .
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(ii) A rational map X 99K Y is an object of the category

MAP(X ,Y) = colimU⊂X HOM(U ,Y),

where the colimit is taken over dense open substacks U ⊂ X . So,
a rational map is represented by f : U → Y for some such U , with
(U , f) ∼= (U ′, f ′) if and only if f and f ′ become 2-isomorphic after
restriction to common dense open.

(iii) A rational map X 99K Y is dominant if, for some or equivalently
every representative (U , f), f(U) is dense in Y .

(iv) A rational map X 99K Y is birational if, for some representative
(U , f), f maps U isomorphically to a dense open substack of Y .

(v) A rational map X 99K Y is proper if there exist a representative
(U , f), a proper birational morphism X ′ → X , and a proper
morphism X ′ → Y such that f factors up to 2-isomorphism as

U ∼= X ′ ×X U → Y . (4.1)

Proposition 4.2. Let f : X ′ → X be a representable proper birational
morphism of stacks, with X normal and X ′ reduced. Then the maxi-
mal open substack U ⊂ X , over which f restricts to an isomorphism
f−1(U)→ U , has complement everywhere of codimension ≥ 2.

Proof. For any finite-type morphism of locally Noetherian schemes, the
set of points of the source, where the morphism is flat, is open by [21,
(11.1.1)]. By the local nature of flatness, we have the same for any
morphism of stacks. Letting U ′ denote the locus where f is open, we
claim that U is the complement of f(X ′ \ U ′). A representable proper
birational morphism, if additionally flat, must be an isomorphism. So

X \ f(X ′ \ U ′) ⊂ U ,

and we have equality, since U ′ contains f−1(U).
This observation shows that the formation of U from f : X ′ → X

commutes with étale base change. Thus we are reduced to proving the
statement when X is a scheme and X ′ an algebraic space. Then we
obtain the statement by a straightforward application of the valuative
criterion for properness. �

Proposition 4.3. Let X and Y be stacks, with X reduced, and X 99K Y
a rational map.

(i) The closure Γ(X 99K Y) in X × Y of the image of the graph

U (j,f)→ X ×Y ,
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where (U , f) is a representative of the rational map and j : U → X
denotes the inclusion, is independent of the choice of representa-
tive. The rational map is proper if and only if Γ(X 99K Y)→ X
and Γ(X 99K Y)→ Y are proper.

(ii) Suppose (U , f) is a representative of the rational map X 99K Y.
Then there exists a reduced stack X ′ with birational morphism to
X and morphism to Y, such that f factors up to 2-isomorphism as
(4.1) and the induced morphism X ′ → Γ(X 99K Y) is projective.

Proof. The independence of choice of representative follows from the fact
that X is reduced. Suppose X 99K Y is proper, i.e., there exist X ′ → X
and X ′ → Y as in Definition 4.1(v); we may suppose X ′ reduced. The
corresponding morphism X ′ → X ×Y factors through Z = Γ(X 99K Y).
Since X ′ → X is proper and Z → X is separated, X ′ → Z is proper.
Since, also, X ′ → Z is surjective, properness of X ′ → X implies that
Z → X is proper, and the same holds with Y in place of X .

The morphism (j, f) factors as the composition of j × 1Y with the
graph of f . The latter is obtained by base change from the diagonal of
Y , hence is representable and finite and thus is projective. So we have a
projective morphism to the open substack U ×Y ⊂ X ×Y , and this may
be compactified, by applying [35, (15.5)] to realize the coherent sheaf on
the open substack in the definition of projective morphism as restriction
of a coherent sheaf on the ambient stack, and forming the closure of U in
the projective fibration over the ambient stack. This yields a stack X ′′,
with projective morphism to Z and U ∼= X ′′ ×X U . Now if Z → X and
Z → Y are proper, then also X ′′ → X and X ′′ → Y are proper, and the
conditions in Definition 4.1(v) are met. We have established (i) and, by
the construction of X ′′, also (ii). �

Lemma 4.4. Let X 99K Y be a proper birational map of stacks, and let
S ⊂ X and T ⊂ Y be dense open substacks. Then the corresponding
birational map S 99K T is proper if and only if for one or equivalently
every factorization (4.1), the pre-images of S and T in X ′ are equal.

Proof. First we show that equality of pre-images in a factorization (4.1)
implies properness of S 99K T . Let S ′ ⊂ X ′ denote the common pre-
image. Then the proper birational morphisms S ′ → S and S ′ → T
exhibit S 99K T as proper.

It remains to deduce equality of pre-images from the properness of
S 99K T . For this we may suppose without loss of generality that X is
reduced. Then we have Γ(X 99K Y) as in Proposition 4.3, and

Γ(S 99K T ) = p−1(S) ∩ q−1(T ),
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where p : Γ(X 99K Y) → X and q : Γ(X 99K Y) → Y denote the projec-
tions. If S 99K T is proper, then by Proposition 4.3(i), the composite
morphisms

Γ(S 99K T )→ p−1(S)→ S
and

Γ(S 99K T )→ q−1(T )→ T
are proper. So in each composition the first map, a dense open immersion,
is proper, hence an isomorphism. Thus p−1(S) = q−1(T ), and from this
follows the equality of pre-images in X ′ for any factorization (4.1). �

For schemes, the canonical representative on the maximal domain of
definition of a rational map requires the source to be reduced. For stacks,
even more is required: with “ghost automorphisms” (see, e.g., [1, §1.2.1]),
we have examples of pairs of isomorphisms f , f ′ : X → Y of reduced
stacks, such that f and f ′ are not 2-isomorphic, but become 2-isomorphic
upon restriction to a dense open substack of X .

The role of the residue field at a point of a scheme is, for a stack, played
by the residual gerbe [44, Thm. B.2]: to a point x of a stack X there is a
monomorphism Gx → X and a gerbe Gx → Spec(κ(x)). There is a finite
surjective morphism to Gx from Spec(λ) for some finite extension field
λ/κ(x), so by Chevalley’s theorem the morphism Gx → X is affine.

Proposition 4.5. Let X and Y be stacks, with X normal. Every rational
map X 99K Y has a well-defined maximal domain of definition U , with
the property that up to 2-isomorphism there is a representative (U , f),
and for any (U ′, f ′) with dense open U ′′ ⊂ U ∩ U ′ and 2-isomorphism
α : f |U ′′ ⇒ f ′|U ′′, we have U ′ ⊂ U , and α extends uniquely to f |U ′ ⇒ f ′.

Proof. Let U be a dense open substack of X . We start by showing that,
for f , f ′ : X → Y , any 2-isomorphism f |U ⇒ f ′|U extends uniquely to a
2-isomorphism f ⇒ f ′. A given 2-isomorphism α : f |U ⇒ f ′|U determines
a section over U of the representable finite morphism

X ×Y×Y Y
pr1
��
X

where the morphisms to Y ×Y are (f, f ′) and the diagonal ∆Y . Since X
is normal, the closure of the section is isomorphic to X . Thus α extends
uniquely.

Since X is Noetherian, there is a maximal domain of definition U
of X 99K Y . Let (U , f) be a representative, and let (U ′, f ′) be an-
other representative, with dense open U ′′ ⊂ U ∩ U ′ and 2-isomorphism
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α : f |U ′′ ⇒ f ′|U ′′ . By what we have shown above, α extends uniquely to
α′ : f |U∩U ′ ⇒ f ′|U∩U ′ . With (U , f), (U ′, f ′), and α′ we see that there is
a representative with domain of definition U ∪ U ′, so by maximality we
must have U ′ ⊂ U , and we have unique α′ : f |U ′ ⇒ f ′ extending α. �

Remark 4.6. Let the notation be as in Proposition 4.5. Then X 99K Y
has maximal domain of definition equal to X if and only if the rational
map lies in the essential image of the fully faithful functor

HOM(X ,Y)→ MAP(X ,Y).

To indicate this situation we permit ourselves to employ the descriptive
phrase is a morphism, and also to stipulate a further property, e.g., is a
proper morphism.

Corollary 4.7. Let X and Y be stacks, with X normal, X 99K Y a ra-
tional map, U the maximal domain of definition, and g : Z → X an étale
morphism of stacks. Then g−1(U) is the maximal domain of definition
of the composite rational map Z 99K Y.

Proof. There is no loss of generality in supposing g surjective. The max-
imal domain of definition of Z 99K Y contains g−1(U). So it suffices to
show that if Z 99K Y is a morphism, then so is X 99K Y .

First, we suppose Z = Z, a scheme, so, an étale atlas for X . Then
R = Z ×X Z is also a scheme, and with its projection morphisms we
have the structure of groupoid in schemes R ⇒ Z that recovers X in
the sense that a naturally defined prestack [R ⇒ Z]pre has X as stack-
ification [51]. The two composite morphisms R ⇒ Z → Y , restricted
to U ×X R, are canonically identified by the identification of the lat-
ter with g−1(U) ×U g−1(U), hence by Proposition 4.5 are themselves
canonically 2-isomorphic. The object of Y over Z, corresponding to
Z → Y , and the isomorphism of the two pullbacks to R, given by the 2-
isomorphism, satisfy the compatibility condition (commutative diagram
of isomorphisms in Y over a fiber product R×Z R) to determine a mor-
phism [R⇒ Z]pre → Y (again by the uniqueness assertion of Proposition
4.5). We obtain X → Y by the stackification property.

The general case follows by taking an étale atlas V → Z and applying
the previous case to the composite V → X . �

Corollary 4.8. Let X and Y be stacks, with X normal. Every birational
map X 99K Y has a well-defined maximal open U ⊂ X , mapped isomor-
phically by a representative morphism to a dense open substack of Y. If
U ′ ⊂ X is open and a representive morphism maps U ′ isomorphically to
a dense open substack of Y, then U ′ ⊂ U .



14 ANDREW KRESCH AND YURI TSCHINKEL

Proof. Nothing changes if we replace Y by its normal locus, so we may
suppose Y normal as well. Since X is Noetherian, a maximal U exists.
Let (U , f) be a representative, where f maps U isomorphically to V ⊂ Y ,
and let (U ′, f ′) be another representative, such that f ′ maps U ′ isomor-
phically to V ′ ⊂ Y . We apply Proposition 4.5 to obtain a representative
with domain of definition U ∪ U ′ extending f and f ′, for the inverse ra-
tional map a representative with domain of definition V ∪ V ′ extending
f−1 and f ′−1, and 2-isomorphisms from the composite in either order to
the identity. So, by maximality we have U ′ ⊂ U . �

Lemma 4.9. Let X ′ → X be a proper birational morphism of stacks that
is a coarsening morphism, with X smooth, and let X ′ → Y be a morphism
of stacks. Suppose that the corresponding rational map X 99K Y admits
a representative (U , f), such that the complement of U has everywhere
codimension ≥ 2. Then X 99K Y is a morphism.

Proof. First we treat the case that X = X is a scheme, and Y = [W/G]
for some affine W and finite group G. The morphism f determines a G-
torsor E → U and G-equivariant morphism E → W . By Zariski-Nagata
purity, E extends to a G-torsor on X, and the regular functions defining
the morphism to W extend as well, so in this case the result is established
without even requiring to have a morphism X ′ → Y .

Next, we treat the case that X = X is a scheme and Y is general.
Without loss of generality we may suppose that U is the maximal domain
of definition and argue by contradiction, taking x to be a point of the
complement of U , above x the point x′ of X ′, mapping to the point y
of Y . Letting Y denote the coarse moduli space of Y , there is an étale
neighborhood Z → Y of the image in Y of y, such that Y ×Y Z ∼= [W/G]
for some W and G as above (by construction of Y [26]). Since X is the
coarse moduli space of X ′ the morphism X ′ → Y determines X → Y .
By the previous case, X ×Y Z 99K Y ×Y Z is a morphism, hence as well
X ×Y Z 99K Y is a morphism. By Corollary 4.7, the maximal domain of
definition of X 99K Y contains x, and we have a contradiction.

Finally, we treat the general case. Let V → X be an étale atlas, so V
is the coarse moduli space of V ×X X ′. By the previous case, V 99K Y is
a morphism. We conclude by Corollary 4.7. �

The composition of a pair of rational maps

X 99K Y and Y 99K Z
is defined, provided X 99K Y is dominant.

Proposition 4.10. Let X , Y, and Z be stacks, X 99K Y a dominant
rational map, Y 99K Z a rational map, and X 99K Z the composite
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rational map. If any two of the rational maps

X 99K Y , Y 99K Z, X 99K Z
are proper, then so is the third.

Proof. Suppose, first, X 99K Y and Y 99K Z are proper. Let (U , f) and
X ′ be as in Definition 4.1(v), and let (V , g) and Y ′ play the analogous role
for Y 99K Z; without loss of generality we have f(U) ⊂ V . Then, with
the stack-theoretic closure of U in X ′ ×Y Y ′ (closed substack, defined in
an altas by the scheme-theoretic closure), we see that X 99K Z is proper.

For the remainder of the proof, we impose the additional hypothesis
that X and Y are reduced, which we may do without loss of generality.

Suppose that X 99K Y and X 99K Z are proper. We take X ′ as above,
let X ′′ play the analogous role for X 99K Z, and suppose that respective
representatives have a common domain of definition U . Now we consider
the closure of U in X ′ ×X X ′′, which we denote by X ′′′. The composite
morphisms from X ′′′ to Y and Z induce a morphism to Y × Z, which
factors through Γ(Y 99K Z). We see as in the proof of Proposition 4.3(i)
that Γ(Y 99K Z) → Y and Γ(Y 99K Z) → Z are proper. So Y 99K Z is
proper by Proposition 4.3(i).

It remains to show that if X 99K Z and Y 99K Z are proper, then
X 99K Y is proper. It suffices to treat the case that we have proper
morphisms h : X → Z and g : Y → Z. Let (U , f) be a representative for
X 99K Y , for which we have a 2-isomorphism from g ◦ f to h|U : U → Z.
The latter determines

U → X ×Z Y ∼= (X × Y)×Z×Z Z.
The diagonal of Z is finite, hence so is X ×Z Y → X × Y , and the
closure V of the image of U in X ×Z Y has a finite surjective morphism
to Γ(X 99K Y) ⊂ X ×Y . The morphisms V → X and V → Y are proper,
hence so are Γ(X 99K Y) → X and Γ(X 99K Y) → Y , and X 99K Y is
proper by Proposition 4.3(i). �

Lemma 4.11. Let f : X ′ → X be a representable proper birational mor-
phism of smooth stacks, restricting to an isomorphism U ′ ∼= U of dense
open substacks. Then there exist smooth stacks X0, . . . , Xm, for some
m, such that X0 = X ′, Xm = X , and for every i there is a morphism
Xi+1 → Xi or Xi → Xi+1 given by blowing up a smooth substack:

Xi+1
∼= B`ZiXi → Xi, resp. Xi ∼= B`Wi+1

Xi+1 → Xi+1.

We require compatibility with the isomorphism f : starting with U0 = U ′
and continuing to Um = U , we have

Ui∩Zi = ∅,Ui+1 = Xi+1×Xi Ui, resp.Ui+1∩Wi+1 = ∅,Ui = Xi×Xi+1
Ui+1,
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for all i, and the composite isomorphism

U ′ = U0
∼= . . . ∼= Um = U

is 2-isomorphic to the restriction of f . Furthermore, for every i the
rational map Xi 99K X represented by (Ui,Ui ∼= . . . ∼= U) is a representable
proper morphism.

Proof. If f is an isomorphism, then we are done with m = 1 and Z0 = ∅,
so we suppose the contrary. We get the result by applying weak fac-
torization of Abramovich and Temkin [4] to f . By [4, §1.6] there is a
coherent sheaf of ideals on X , defining a closed substack disjoint from U ,
such that the associated blow-up X ′′ → X factors up to 2-isomorphism
through f , and X ′′ is also the blow-up of a coherent sheaf of ideals on X ′.
We use resolution of singularities to obtain X ′′′ → X ′′, with X ′′′ smooth.
The morphism X ′′′ → X is a composite of blow-ups, so by [42, (5.1.4)]
(really, its proof, carried over to the setting of stacks using [35, (15.5)]
for the needed existence of coherent sheaves), there is a coherent sheaf
of ideals on X whose blow-up yields X ′′′, and the same holds with X ′
in place of X . We apply [4, Thm. 6.1.3] to obtain weak factorizations
X ′ = X0, . . . , Xc = X ′′′ and Xc, . . . , Xm = X . By condition (5) of [4,
§1.2], the Xi 99K X ′ for i ≤ c and the Xi 99K X for i ≥ c are projective
morphisms. �

Lemma 4.12. Let X and Y be stacks, with X smooth, and let

X ′ f−→ X g−→ Y
be morphisms, such that f is representable, proper, and birational. Then
g is representable if and only if g ◦ f is representable.

Proof. Since a composite of representable morphisms is representable,
the only nontrivial assertion is that representability of g ◦ f implies rep-
resentability of g. By resolution of singularities, we may suppose that
X ′ is smooth. We apply Lemma 4.11 to f and, with the factorization
via Xi, i = 0, . . . , m, we see that it suffices to deduce representability
of Xi+1 → Y from representability of Xi → Y , for every i. This is an
instance of the result we are trying to prove, specifically when f is the
blowing up of a smooth substack of X . So it suffices to treat the case
X ′ ∼= B`ZX , which we do by contradiction. Suppose g is not repre-
sentable. Then, for some k-point x of X , mapping to k-point y of Y ,
there is 1 6= γ ∈ Gx, such that γ is sent by g to the identity element
of Gy. If x /∈ Z, then Gx = Gx′ , where f(x′) = x, and g ◦ f is not
representable. If x ∈ Z, then the normal bundle NZ/X gives rise to
a representation of the cyclic group 〈γ〉, which splits as a sum of one-
dimensional representations. The fiber under f is the projectivization,
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and to each one-dimensional representation there corresponds a point
whose stabilizer group contains γ. So g ◦ f is not representable. �

Definition 4.13. Let X and Y be stacks, with X smooth. We say that
a rational map X 99K Y is representable if there exist a representative
(U , f), a representable birational morphism X ′ → X , and a representable
morphism X ′ → Y , such that f factors up to 2-isomorphism as (4.1), and
the induced morphism X ′ → Γ(X 99K Y) is proper.

Example 4.14. Let X , Y , and Z be stacks, and let

g : X → Z and h : Y → Z

be representable morphisms. Suppose that X is smooth. Then any ratio-
nal map X 99K Y , such that the composite with h is 2-isomorphic to g,
is representable. (For a representative (U , f), the closure of the graph in
X ×Z Y supplies X ′ as in Definition 4.13.) The particular case Z = BG
tells us that G-equivariant rational maps of smooth varieties determine
representable maps of quotient stacks.

Proposition 4.15. Let X 99K Y be a rational map of stacks, with X
smooth. Then X 99K Y is representable if and only if the following two
conditions are satisfied:

(i) There exist a representative (U , f), representable birational mor-
phism X ′ → X , and morphism X ′ → Y, such that X ′ is smooth, f
factors up to 2-isomorphism as (4.1), and the induced morphism
X ′ → Γ(X 99K Y) is representable and proper.

(ii) For one or, equivalently, every representative and pair of mor-
phisms in (i), the morphism X ′ → Y is representable.

Proof. Suppose that the rational map X 99K Y is representable. In Def-
inition 4.13, there is no loss of generality in supposing X ′ to be reduced,
and by resolution of singularities, we may further suppose that X ′ is
smooth. Conditions (i) and (ii) are satisfied.

If we have (U , f), X ′ → X and X ′ → Y satisfying (i) and (ii), then
Definition 4.13 is satisfied, so X 99K Y is representable. It remains
only to verify that if statement (ii) holds for one representative and pair
of morphisms in (i), then it holds for every representative and pair of
morphisms. Given a representative (U , f) and pair of morphisms X ′ → X
and X ′ → Y as in (i), with X ′ → Y representable, let X ′′ → X and
X ′′ → Y be another pair of morphisms as in (i), where the representative
may be taken as well to be (U , f), after possibly shrinking U . We define
X ′′′ by applying resolution of singularities to the closure of U in X ′×XX ′′.
Now X ′′′ → Y is representable, since this factors up to 2-isomorphism
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through X ′. Applying Lemma 4.12 to X ′′′ → X ′′ and X ′′ → Y , we deduce
that the latter is representable. �

Remark 4.16. We give another criterion for representability of X 99K Y .
Let (U , f) be a representative, where U is chosen to have affine coarse
moduli space. From the fact that X and Y have finite diagonal, we deduce
that the inclusion j : U → X and the induced (j, f) : U → Γ(X 99K Y)
are affine morphisms. The integral closure of Γ(X 99K Y) relative to
(j, f)∗OU (a local construction for stacks [35, Chap. 14]) is a normal
stack W with finite morphism to Γ(X 99K Y) and dense open substack
isomorphic to U . We may see:

• A different choice of U leads to the same W (up to canonical
isomorphism).
• For any normal stack X ′ with birational morphism to X and mor-

phism to Y , such that f factors up to 2-isomorphism as (4.1), the
induced morphism X ′ → Γ(X 99K Y) factors up to 2-morphism
through W .

With these facts, we see: X 99K Y is representable if and only if, for

some or, equivalently, any smooth W̃ with representable proper birational
morphism to W , the composite morphisms

W̃ → Γ(X 99K Y)→ X and W̃ → Γ(X 99K Y)→ Y
are representable.

Example 4.17. In Definition 4.13 it is not possible to drop the smooth-
ness hypothesis, or even relax smoothness to normality. Fix Y = Spec(k),
and consider an elliptic curve (E,∞) with a 2-torsion point P ∈ E(k).
Let translation by P define an action of G = Z/2Z on E, and let
L = OE(−2[P ] − 2[∞]). The G-action extends to an action on L and
its compactification X ′ = P(L⊕OE), and to an action on the variety X
with elliptic singularity that we obtain by contracting the zero-section of
L in X ′. The G-action on X ′ is free, so

X ′ = [X ′/G]

is isomorphic to a smooth projective variety. The contraction morphism
is G-equivariant and thus determines a representable proper morphism
from X ′ to

X = [X/G].

The stack X is normal and has stabilizer G at its singular point. Thus
we have a morphism X → Y that is not representable but admits a
factorization (4.1), satisfying the conditions of Proposition 4.15(i), with
X ′ → Y representable.
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Proposition 4.18. Let X , Y, and Z be stacks, with X and Y smooth.
Let X 99K Y be a dominant rational map and Y 99K Z a rational map.

(i) If X 99K Y and Y 99K Z are representable and at least one of
them is proper, then the composite X 99K Z is representable.

(ii) If X 99K Y is a representable morphism and Y 99K Z is repre-
sentable, then the composite X 99K Z is representable.

(iii) If the composite X 99K Z is proper and representable, and Y 99K
Z is representable, then X 99K Y is representable.

Proof. For (i), we take (U , f) and X ′ with morphisms to X and Y as in
Definition 4.13 and, analogously, (V , g) and Y ′ with morphisms to Y and
Z, for Y 99K Z. Without loss of generality, we have f(U) ⊂ V . Then
we have the stack-theoretic closure of U in X ′ ×Y Y ′, with composite
morphisms to X and Z, exhibiting X 99K Z as representable.

Essentially the same argument, with X ′ = X , establishes (ii).
We reduce (iii) to the case of morphisms X → Z and Y → Z, which

is Example 4.14. The reduction to the case of a morphism X → Z is
straightforward. The further reduction to the case of a morphism Y → Z
makes use of the 2-commutative diagram

X ′ //

��

Γ(X 99K Y ′)

��
Γ(X 99K Y) // X × Y × Z

where X ′, taken smooth, is as in Definition 4.13 applied to X 99K Y ′,
and the bottom morphism is induced by the graph of X → Z and the
projection to Y . �

Example 4.19. In the setting of Proposition 4.18, even when all the
stacks are proper it is not possible to deduce from the representability
of X 99K Y and X 99K Z, that Y 99K Z is representable. (Take, e.g.,
X = Z = Spec(k) and Y = BG for a nontrivial finite group G.) Also,
statements (i) and (iii) may fail if we drop the respective properness
hypothesis, and (ii) may fail if instead of X 99K Y it is Y 99K Z that
is assumed to be a morphism. (For (i) and (ii), consider X = P(1, 2),
Y = A1, and Z = P1, for (iii), the same with Y and Z swapped.)

Proposition 4.20. Let X and Y be stacks, with X smooth, and X 99K Y
a representable rational map, with representative (U , f). Then there exist
a smooth stack X ′, a representable birational morphism X ′ → X , and a
representable morphism X ′ → Y, such that f factors up to 2-isomorphism
as (4.1) and the induced morphism X ′ → Γ(X 99K Y) is projective.
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Proof. We let Z = Γ(X 99K Y) and apply Proposition 4.3(ii) to obtain
X ′′ with X ′′ → Z projective, and U ∼= X ′′ ×X U . Let X′′ → X , with
X ′′ → X′′ and 2-isomorphism from X ′′ → X to the composite, be the
relative coarse moduli space. So, X ′′ → X′′ is quasi-finite and proper,
and X′′ → X is representable. We apply resolution of singularities to X′′

to obtain smooth X̃′′. We have the bottom two rows of the diagram

X̂ ′ //

��

X ′

��

��

X ′′ ×X′′ X̃
′′ //

��

X̃′′

��

Z

�� ��
X ′′

44

// X′′ // X // Y

By [3, Prop. 3.4], X̃′′ → X is the relative coarse moduli space of

X ′′ ×X′′ X̃
′′ → X .

The composite X̃′′ 99K Y is representable by Proposition 4.18(ii). So,
there exists a smooth stack X ′ with representable birational morphism to

X̃′′ and representable morphism to Y , such that a suitable representative

factors up to 2-isomorphism as in (4.1) and the induced X ′ → X̃′′ × Y
is proper. In fact, we claim that X ′ → X̃′′ is proper. For this, letting

X̂ ′ denote the normalization of X ′′ ×X′′ X ′, it suffices to show that the

composite X̂ ′ → X̃′′ is proper. We apply Proposition 4.5 to see that we
have a 2-commutative square

X̂ ′ //

��

X ′′ ×X′′ X̃
′′ × Y

��
X ′′ ×X′′ X̃

′′ // X × Y × Y

where the bottom morphism factors through Z. The top morphism is

proper, since it is a morphism, obtained from X ′ → X̃′′ × Y via base
change, composed with a normalization morphism. Also, the right-hand
morphism is proper. So the left-hand morphism is proper and remains so
when followed by the second projection morphism. The claim is justified.

By Proposition 4.2, the maximal open substack over which X ′ → X̃′′ is
an isomorphism, has complement everywhere of codimension ≥ 2. This

open substack is a domain of definition for X̃′′ 99K Y . So, by Lemma

4.9, X̃′′ 99K Y is a morphism. We are done, since X̃′′ → X restricts to
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an isomorphism over U and X̃′′ → Z is projective. Indeed, X̃′′ → Z is

proper, since X ′′ ×X′′ X̃
′′ → Z is, and projectivity follows from the fact

that by [33, Lemma 2], some power of a relatively ample line bundle for

X ′′ ×X′′ X̃
′′ over Z descends to X̃′′ and is relatively ample on X̃′′ by [20,

(2.6.2)]. �

Looking at Definition 4.1, we can recognize several notions of birational
equivalence of stacks and match these to notions that have appeared in
the literature, e.g., in [52], [23], [10], [5], [29]. Our choice is compatible
with [29], see also [30, Defn. 6].

Definition 4.21. Two smooth stacks X and Y are birationally equiva-
lent, written

X ∼ Y ,
if there exists a representable proper birational map from X to Y . Con-
cretely, this means that there exists a stack X ′ with representable proper
birational morphisms σ and τ ,

X ′
σ

��
τ

��
X Y

(4.2)

Smooth stacks, representable proper birational maps, and 2-isomorphisms
of representable proper birational maps form a 2-groupoid (2-category in
which every morphism is an equivalence and every 2-morphism is invert-
ible). We denote by

BIR(X ,Y)

the category of representable proper birational maps from X to Y and
the case Y = X by

BIR AUT(X ),

the birational automorphism 2-group (monoidal category in which every
object is weakly invertible and every morphism is invertible) of X .

Remark 4.22. By Propositions 4.10 and 4.18(i), birational equivalence
in Definition 4.21 is an equivalence relation. In the setting of (4.2), we
have already observed that without loss of generality X ′ may be taken
to be smooth (by resolution of singularities). By Chow’s lemma, X ′ may
further be taken to be quasi-projective. We also record the observation,
that when X ′ is a smooth quasi-projective stack and Z is a stack, the
following conditions on a morphism g : X ′ → Z are equivalent:

• g is representable and proper;
• g is projective.
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Generally, projective morphisms are representable and proper. Now sup-
pose that g is representable and proper. Letting X ′ denote the coarse
moduli space of X ′, we factor g as

X ′ → X ′ ×Z → X ′ ×Z → Z.

The first morphism, the graph of g, is representable and finite. The sec-
ond morphism is quasi-finite and proper. Their composite is quasi-finite
and proper, yet is representable (since g is representable), hence is a rep-
resentable finite morphism. The last morphism is quasi-projective. So
g is as well, and we have what we want, since a proper quasi-projective
morphism is projective. In conclusion, Definition 4.21 admits an equiv-
alent reformulation, where X ′ is a smooth quasi-projective stack and σ
and τ are birational projective morphisms.

Example 4.23. If X and Y have dimension 1, then they are birationally
equivalent if and only if they are isomorphic. In particular, the birational
type of an orbifold curve is the same as its isomorphism type.

Example 4.24. Suppose that k is algebraically closed, and let X and
Y be nonsingular projective varieties with faithful G-actions, for a finite
group G. If X and Y are G-birationally equivalent then the correspond-
ing orbifolds

X = [X/G] and Y = [Y/G]

are birationally equivalent. It is possible, however, for X and Y to
be birationally equivalent, even when X and Y are not G-birationally
equivalent. For instance, if G is abelian and we consider two faithful
n-dimensional representations of G and the corresponding actions on
X = Y = Pn, Reichstein and Youssin [43, Thm. 7.1] have shown that
X and Y are G-birationally equivalent if and only if the determinants of
the representations

ωX , ωY ∈
∧nG∨

satisfy

ωX = ±ωY .
But there is always an automorphism ι ∈ Aut(G) satisfying

(
∧n ι)∗ωX = ωY .

Changing a G-action by an automorphism does not change the isomor-
phism type of the stack quotient. Consequently, for this class of actions
X and Y are birationally equivalent even when X and Y are not G-
birationally equivalent.
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Theorem 4.25. Let X and Y be smooth stacks and X 99K Y a rep-
resentable proper birational map, represented by (U , f) where f maps
dense open U ⊂ X isomorphically to dense open V ⊂ Y. Then there ex-
ist smooth stacks X0, . . . , Xm for some m, such that X0 = X , Xm = Y,
and for every i there is a morphism Xi+1 → Xi or Xi → Xi+1, given by
blowing up a smooth substack

Xi+1
∼= B`ZiXi → Xi, resp. Xi ∼= B`Wi+1

Xi+1 → Xi+1.

We require compatibility with the isomorphism f : starting with U0 = U
and continuing to Um = V, we have

Ui∩Zi = ∅,Ui+1 = Xi+1×Xi Ui, resp.Ui+1∩Wi+1 = ∅,Ui = Xi×Xi+1
Ui+1,

for all i, and the composite isomorphism

U = U0
∼= . . . ∼= Um = V

is 2-isomorphic to f . Furthermore, there exists 0 ≤ c ≤ m such that for
every i ≤ c the rational map Xi 99K X represented by (Ui,Ui ∼= . . . ∼= U)
is a projective morphism, and for every i ≥ c the rational map Xi 99K Y
represented by (Ui,Ui ∼= . . . ∼= V) is a projective morphism.

Proof. We start by applying Proposition 4.20 to X 99K Y and (U , f) to
obtain smooth X ′, with representable birational proper morphism to X
restricting to an isomorphism over U and representable birational proper
morphism to Y resricting to an isomorphism over V . We claim that such
X ′ exists with the additional requirement that X ′ → X and X ′ → Y
are projective morphisms, given as the blowing up of respective coherent
sheaves of ideals. Indeed, we may apply the construction from the start
of the proof of Lemma 4.11 to obtain a coherent sheaf of ideals I on X , so
that the corresponding blow-up factors up to 2-isomorphism through X ′
and is identified with the blow-up of I ′ = IOX ′ . Analogously, we have
a coherent sheaf of ideals J on Y and J ′ = JOX ′ . Through both of
these blow-ups, we have factorizations up to 2-isomorphism of the blow-
up associated with I ′J ′, by [42, (5.1.2)(v)]. As in the proof of Lemma
4.11 we conclude with resolution of singularities and two applications of
[4, Thm. 6.1.3]. �

Remark 4.26. As in [31, Rmk. 3.7] we may consider snc divisors D ⊂ X
and E ⊂ Y , disjoint from U , respectively V . Suppose that the given
representable proper birational map X 99K Y restricts to a (necessarily
representable) proper birational map X \D 99K Y\E . Following the proof
of Theorem 4.25, we have X ′ → X and X ′ → Y , projective morphisms
given by blowing up coherent sheaves of ideals, and by Lemma 4.4 the pre-
images of D and E in X ′ coincide set-theoretically. Applying embedded
resolution of singularities to the common pre-image, we may suppose
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that this is an snc divisor. Then by weak factorization with boundary
divisors [4, Thm. 6.1.3], we obtain a sequence of blow-ups as in Theorem
4.25, where every stack Xi is equipped with a compatible snc divisor Di,
and every center of blow-up Zi or Wi has normal crossing with Di.

5. Divisoriality and action construction

One of the ingredients of [29] is a birational modification procedure
known as divisorialification [9], [12], used to bring a given n-dimensional
orbifold X into a form, suitable for the determination of its class

[X ] ∈ Burnn.

Specifically, a sequence of blow-ups in smooth centers is performed, lead-
ing to an orbifold that satisfies the following condition.

Definition 5.1. We call a DM stack X divisorial if X admits a repre-
sentable morphism to a stack of the form

BGr
m

for some positive integer r.

In other words, there should exist a finite collection L1, . . . , Lr of line
bundles on X , which induces faithful representations of the stabilizer
groups of X . (It suffices to consider stabilizers at geometric points of X .)

Remark 5.2. If Y → X is a representable morphism and X is divisorial
then so is Y .

Proposition 5.3 (Bergh-Rydh). Let X be an orbifold over k. Then
there is a canonical sequence of blow-ups in smooth centers

Y → · · · → X
such that Y is divisorial.

Proof. This is proved in [12], which supplies an algorithm that takes, as
input X with an snc divisor D = D1 ∪ · · · ∪D` and yields a blow-up in a
smooth center X ′ → X , with snc divisor consisting of the proper trans-
forms of the Di and the exceptional divisor, which decreases a numerical
quantity, the maximal value of the divisorial index. When the divisorial
index is identically zero, we have a divisorial orbifold. �

Remark 5.4. Let X be an orbifold with snc divisor D = D1∪· · ·∪D`, such
that the divisorial index is not identically zero. Then the center of blow-
up Z ⊂ X , defined by the divisorialification algorithm as the locus of
maximal divisorial index, is smooth and meets D transversally. Smooth-
ness is established in [12, Prop. 6.5(iii)]. Transverse intersection with D
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follows from the characterization [12, Rmk. 3.4] in terms of smoothness
of the associated morphism to [A`/G`

m] and the identification of diviso-
rial index with the codimension of stackiness [12, Defn. 5.8] of X over
[A`/G`

m], which we see by arguing as in the proof of [12, Prop. 6.5].

For the next statement we recall the well-known fact [40, Prop. 2.1]
that every smooth separated irreducible DM stack is a gerbe over an
orbifold, i.e., to given X with geometric generic stabilizer H there is an
orbifold Y with morphism

X → Y , (5.1)

which étale locally over Y is the projection from a product with BH; in
particular, the morphism (5.1) is smooth. As recalled in the proof of [31,
Lemma 7.3], a line bundle on X descends to Y if and only if it induces
the trivial representation of H.

Proposition 5.5. Suppose that X is a smooth separated irreducible DM
stack of finite type over k, and suppose that k contains all roots of unity.
The following are equivalent:

(1) X is divisorial.
(2) The orbifold Y, associated to X as in (5.1), is divisorial, and a

dense open substack of X is isomorphic to U × BH, for some
dense open U ⊂ Y and finite abelian group H.

(3) There exist a divisorial orbifold Y, line bundles N1, . . . , Ns on Y
and positive integers n1, . . . , ns, such that

X ∼= n1
√
N1/Y ×Y · · · ×Y ns

√
Ns/Y .

Proof. To show (1) ⇒ (2), we suppose that X is divisorial, with line
bundles L1, . . . , Lr inducing faithful representations of stabilizer groups,
and let X → Y and H be as in (5.1). Since divisorial stacks have abelian
stabilizer groups, H is abelian. Since Y has trivial generic stabilizer, it
has a dense open substack U , isomorphic to a scheme. We write

H ∼= Z/n1Z× · · · × Z/nsZ (5.2)

according to the structure theorem of finite abelian groups (that is, ni ≥ 2
for all i, with ni | ni+1) and fix a primitive nith root of unity λi for every
i. For each 1 ≤ i ≤ s some tensor combination Mi of L1, . . . , Lr induces
the character

H
pri−→ Z/niZ

λi−→ k×. (5.3)

So Mni
i induces the trivial character of H, hence descends to a line bundle

Ni on Y . Shrinking U , we may suppose that the line bundles N1, . . . , Ns

are all trivial. Choosing trivializations, we get for each i a morphism

U ×Y X → BZ/niZ
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from the identification of BZ/niZ with Bµni (using the chosen root of
unity λi to identify Z/niZ with µni) and the fiber square

Bµni
//

��

BGm

(−)ni

��
Spec(k) // BGm

Combined, these lead to an isomorphism

U ×Y X → U ×BZ/n1Z× · · · ×BZ/nsZ ∼= U ×BH.

Furthermore, for each 1 ≤ j ≤ r we find a suitable tensor combination Pj
of M1, . . . , Ms, that induces the same character of H as Lj. Consequently
Lj ⊗ P−1

j descends to Y , i.e., is isomorphic to the pullback of some line
bundle Qj on Y . Using that L1, . . . , Lr induce faithful representations
of the stabilizer groups of X , we see that

N1, . . . , Ns, Q1, . . . , Qr

induce faithful representations of the stabilizer groups of Y . So Y is
divisorial.

For (2) ⇒ (3), we need the observation that a line bundle on an open
substack of X can always be extended to X [36, Lemma 4.1]. Writing
H as in (5.2), the characters (5.3) determine line bundles on U × BH,
which are the restrictions of line bundles M1, . . . , Ms on X . Now Mni

i

descends to Y . An identification of Mni
i with the pullback to X of a line

bundle Ni on Y , for every i, leads to an isomorphism as in statement (3).
For (3) ⇒ (1), the pullbacks of line bundles on Y and the tautological

line bundles on ni

√
Ni/Y (coming from the identity representation of the

second factor BGm in (3.2)) exhibit X as divisorial. �

Corollary 5.6. Suppose that X is a smooth separated irreducible DM
stack, D is a smooth divisor on X , and r is a positive integer. Then X
is divisorial if and only if r

√
(X ,D) is divisorial.

Proof. There is no loss of generality in supposing that D is irreducible.
By [16, Cor. 3.1.2], every line bundle on r

√
(X ,D) is a twist by a power of

O(GD) of a line bundle, pulled back from X . The result follows quickly
from this fact. �

Unlike in the case of orbifolds, a general smooth separated Deligne-
Mumford stack does not become divisorial after suitable blow-ups. In-
deed, condition (2) of Proposition 5.5, if not satisfied already by X , will
never hold after performing blow-ups.
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Proposition 5.7. Suppose that X is a smooth separated irreducible DM
stack of finite type over k, where k contains all roots of unity. Then there
exists a smooth separated irreducible DM stack X ′ that is divisorial and
birationally equivalent to X , if and only if X has a dense open substack
isomorphic to U × BH, for some algebraic variety U and finite abelian
group H.

In this case, suitable X ′ may be obtained from the orbifold Y, associated
to X , by

• applying the divisorialification procedure (Propositon 5.3) to ob-
tain

Y ′ → Y ,
a composition of blow-ups in smooth centers, with Y ′ divisorial,
and
• forming the fiber diagram

X ′ //

��

X

��
Y ′ // Y

Proof. If X ′ is birationally equivalent to X , then X and X ′ have dense
open substacks that are isomorphic. By condition (2) of Proposition 5.5,
then, if X ′ is divisorial then X has a dense open substack isomorphic to
U ′×BH, for some orbifold U ′. There is an algebraic variety U , isomorphic
to a dense open in U ′, and X has a dense open substack isomorphic to
U ×BH.

Now suppose X has a dense open substack isomorphic to U × BH.
Let Y be the orbifold, associated to X , and let us apply Proposition 5.3
to obtain Y ′ → Y . Since X → Y is smooth, X ′ is smooth over Y ′ and
therefore itself smooth. The morphism Y ′ → Y is representable, proper,
and birational, hence so is X ′ → X . Since the rigidification in [40, Prop.
2.1] is canonical, and we have X ′ → Y ′ étale locally projection from a
product with BH and Y ′ an orbifold; Y ′ is the orbifold, associated to X ′.
By Proposition 5.5, X ′ is divisorial. �

Definition 5.8. Suppose that the base field k contains all roots of unity.
A linearizable DM stack is a smooth separated irreducible DM stack,
satisfying the equivalent conditions of Proposition 5.7.

Remark 5.9. Suppose that X and Y are smooth separated irreducible
DM stacks, and there exists a birational map X 99K Y . Then X is
linearizable if and only if Y is linearizable.
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Lemma 5.10. Suppose that the base field k contains all roots of unity.
Let X be a linearizable DM stack, H the generic stabilizer of X , and χ
a character of H. Then there exists a line bundle L on X , such that the
character of H induced by L is χ. If L′ is another such line bundle on X ,
then there exists a dense open substack U ⊂ X , such that the restrictions
of L and L′ to U are isomorphic.

Proof. The character χ determines a line bundle on a dense open substack
of X , isomorphic to U × BH. As noted in the proof of Proposition 5.5,
any line bundle on an open substack of X is the restriction of a line
bundle L on X , then L is as desired.

Let L′ be another such line bundle. It suffices to show that L−1 ⊗ L′
is trivial on some dense open substack of X , i.e., it suffices to treat the
case χ is trivial and L′ = OX . Let Y be the orbifold, associated to
X . The triviality of χ implies that L is isomorphic to the pullback of a
line bundle on Y (cf. the morphism (5.1) and subsequent observations).
Since Y is an orbifold there is a dense open substack, isomorphic to an
algebraic variety. We are done, since a line bundle on an algebraic variety
is Zariski locally trivial. �

Lemma 5.11. Let X , Y, and Y ′ be smooth separated irreducible DM
stacks and let

Y → X and Y ′ → X
be representable proper dominant morphisms, such that for some dense
open substack U of X there exists an isomorphism Y ×X U → Y ′ ×X U
over U . Then

Y ∼ Y ′.

Proof. The induced birational map Y 99K Y ′ is proper by Proposition
4.10, and representable by Example 4.14. �

Definition 5.12. Suppose k contains all roots of unity. Let K be a
linearizable DM stack with generic stabilizer H and a1, . . . , ac ∈ H∨.
We take Li as in Lemma 5.10, for the character ai. Now

Y := P(OK ⊕ L1 ⊕ · · · ⊕ Lc)
is a linearizable DM stack with generic stabilizer

H := ker(a1) ∩ · · · ∩ ker(ac).

We call this the action construction (A).
Suppose, for some i, we replace Li by another line bundle L′i, satisfying

the requirement of Lemma 5.10 for the character ai. Then there is dense
open U ⊂ X , such that Li|U is isomorphic to L′i|U . Then, by Lemma 5.11,
the construction with L′i in place of Li yields a birationally equivalent
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stack Y ′. The action construction, performed with K and a1, . . . , ac,
yields the stack Y , which is well-defined up to birational equivalence.

Remark 5.13. The birational equivalence class of Y , in the action con-
struction, only depends on the birational equivalence class of K.

Remark 5.14. Continuing with the theme of Example 2.3, we explain how
linearizability impacts the identifications of stabilizer groups of a smooth
separated irreducible DM stack X . The inertia stack (Remark 2.4) IX
is finite over X and has the structure of a group object in the category
of stacks with representable morphism to X . Restricting to the maximal
open substack U of X where IX → X has constant degree we obtain a
finite étale group object over U , and U is a gerbe, étale locally over its
coarse moduli space U isomorphic to a product with BH for some finite
group H, the geometric stabilier of X . Suppose H is abelian. Then the
phenomenon reported in Example 2.3 at points of U manifests itself in
finite étale G → U , with G ×U U ∼= IU . Generally, G → U is a twisted
form of H, e.g., if Z/2Z acts without fixed points on a smooth variety
Y with quotient X and we let S3 act on Y via S3 → Z/2Z, then for
U = X = [Y/S3] we obtain G = X t Y , a twisted form of H = Z/3Z.
If G ∼= U × H then the gerbe has trivial band and there is a canonical
identification of the geometric stabilizer groups at any pair of points of
U . When k has all roots of unity, we have implications

trivial gerbe (over U) ⇒ X linearizable ⇒ trivial band

and examples of possibilities for gerbe/band, when H = Z/mZ (m ≥ 2):

• P(m,m) is linearizable but as a gerbe over P1 is nontrivial;
• there is a Brauer group obstruction to linearizability, for a gerbe

with trivial band (cf. [24, Prop. 4]).

Remark 5.15. Quasiprojective smooth DM stacks admit projective com-
pactifications. Specifically, by combining [28, Thm. 5.3] with Remark
3.1, we see that every quasiprojective smooth DM stack U may be em-
bedded as an open substack of a projective smooth DM stack X , with
complement an snc divisor. If U is divisorial, then so is X (by the ability,
mentioned in the proof of Proposition 5.5, to extend line bundles to X ,
and the argument of Remark 5.4).

6. Weak factorization for stacks

Section 4 concluded with a weak factorization result for representable
proper birational maps of stacks. The case of birational maps that are
proper but not necessarily representable is more subtle. Its treatment re-
quires the functorial destackification construction of Bergh [9] and Bergh-
Rydh [12] and appears in several formulations: Bergh [9, Cor. 1.5] and
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[10, Thm. 1.2], Harper [22, Thm. 1.1], and Bergh-Rydh [12, Thm. D]. A
proper birational map X 99K Y is factored as a sequence of stacky blow-
ups and their inverses, where a stacky blow-up is by definition a blow-up
of a smooth substack or a root operation along a smooth divisor.

We continue to work with the convention, that all stacks are DM stacks,
separated and of finite type over k, a field of characteristic 0.

As remarked in [12, Sect. 1], Harper’s proof of weak factorization can
be streamlined by applying the relative form of functorial destackification
of Bergh and Rydh [12, Thm. 7.1]. We recall this result, in the case that
we need.

Proposition 6.1 (Bergh-Rydh). Let f : X ′ → X be a birational mor-
phism of smooth stacks, restricting to an isomorphism U ′ ∼= U of dense
open substacks. Then there exist smooth stacks X0, . . . , Xm for some m,
and a sequence of stacky blow-ups

X ′′ = Xm → · · · → X1 → X0 = X ′,

Xi+1
∼= B`ZiXi, resp. qi

√
(Xi,Zi),

U0 = U ′, Ui+1 = Xi+1 ×Xi Ui, U ′′ = Um, Ui ∩ Zi = ∅,
such that, taking X ′′′ → X to be the relative coarse moduli space of
X ′′ → X , the stack X ′′′ is smooth, with

X ′′ ∼= s
√

(X ′′′,D′′′),
iterated root stack of some snc divisor D′′′ on X ′′′ and tuple of positive
integers s, such that X ′′ ×X ′′′ D′′′ is disjoint from U ′′.

We restate the theorem of Bergh, Harper, and Bergh-Rydh, with at-
tention to the properties of the morphisms to X , respectively Y from the
intermediate stacks in the factorization.

Theorem 6.2 (Bergh, Harper, Bergh-Rydh). Let X and Y be smooth
stacks and X 99K Y a proper birational map, represented by (U , f) where
f maps dense open U ⊂ X isomorphically to dense open V ⊂ Y. Then
there exist smooth stacks X0, . . . , Xm for some m, with X0 = X , Xm = Y,
and for every i a birational proper morphism Xi+1 → Xi or Xi → Xi+1

such that, starting from U0 = U and proceeding to Um = V, the morphism
Xi+1 → Xi or Xi → Xi+1 identifies dense open substacks Ui ⊂ Xi and
Ui+1 ⊂ Xi+1, and the composite isomorphism

U = U0
∼= . . . ∼= Um = V

is 2-isomorphic to f . Furthermore, there are

0 < b < c < d < m

such that:
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• The rational maps Xc 99K X and Xc 99K Y, represented by
(Uc,Uc ∼= . . . ∼= U), respectively (Uc,Uc ∼= . . . ∼= V), are mor-
phisms, and the induced morphism Xc → Γ(X 99K Y) is projec-
tive.
• For all b ≤ i < c we have Xi → Xi+1, a stacky blow-up

Xi ∼= B`Wi+1
Xi+1 → Xi+1 or pi

√
(Xi+1,Wi+1)→ Xi+1.

• For all c ≤ i < d we have Xi+1 → Xi, a stacky blow-up

Xi+1
∼= B`ZiXi → Xi or qi

√
(Xi,Zi)→ Xi.

• We have Xb → Xb−1, appearing in an expression of Xb−1 → X as
relative coarse moduli space of Xb → X , and

Xb ∼= r
√

(Xb−1,D)

for some snc divisor D and tuple of positive integers r.
• We have Xd → Xd+1, appearing in an expression of Xd+1 → Y as

relative coarse moduli space of Xd → Y, and

Xd ∼= s
√

(Xd+1, E)

for some snc divisor E and tuple of positive integers s.
• For every 0 ≤ i < b − 1 and every d + 1 ≤ i < m the birational

morphism between Xi and Xi+1 is a blow-up of a smooth substack

Xi+1
∼= B`ZiXi → Xi or Xi ∼= B`Wi+1

Xi+1 → Xi+1.

We define Zb−1 = D and Wd+1 = E and require Ui ∩Zi = ∅, respectively
Ui+1 ∩Wi+1 = ∅ for every i. Additionally, for every 0 ≤ i ≤ b− 1, resp.
d + 1 ≤ i ≤ m the rational map Xi 99K X , resp. Xi 99K Y represented
by (Ui,Ui ∼= . . . ∼= U), resp. (Ui,Ui ∼= . . . ∼= V), is a representable proper
morphism.

Proof. We start by applying Proposition 4.3(ii) to X 99K Y . This gives us
a reduced stack X ′, which by resolution of singularities we may suppose
to be smooth, with birational morphisms to X and Y , restricting to
isomorphisms U ′ → U and U ′ → V , where U ′ = X ′×X U . The morphism
f factors up to 2-isomorphism as

U ∼= U ′ → Y .

The induced morphism X ′ → Γ(X 99K Y) is projective, and the mor-
phisms Γ(X 99K Y) → X and Γ(X 99K Y) → Y are proper, as are the
composite morphisms X ′ → X and X ′ → Y .

We apply Proposition 6.1 to X ′ → X and to X ′ → Y . This yields
sequences of stacky blowups of X ′, terminating in X ′′, respectively Y ′′,
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and relative coarse moduli spaces

X ′′ → X ′′′ → X resp. Y ′′ → Y ′′′ → Y .
Now we apply Lemma 4.11 to the representable proper birational mor-
phisms X ′′′ → X and Y ′′′ → Y . We relabel X ′′′ as Xb−1 and X ′′ as Xb,
where b − 1 is the number of blow-ups from the application of Lemma
4.11 to X ′′′ → X , and similarly relabel the stacky blow-ups from the
application of Proposition 6.1 to X ′ → X as

Xb → · · · → Xc = X ′

and in an analogous fashion obtain

Xd → · · · → Xc = X ′,
where Y ′′ is now denoted by Xd. Finally, we relabel the blow-ups from
the remaining application of Lemma 4.11 to obtain Xd+1, . . . , Xm, with
Xd+1 = Y ′′′ and Xm = Y . �

Proposition 6.3. Let X and Y be smooth stacks, X 99K Y a proper
birational map represented by (U , f) where f maps dense open U ⊂ X
isomorphically to dense open V ⊂ Y, and let smooth stacks X0, . . . , Xm,
and birational morphism Xi+1 → Xi or Xi → Xi+1 for every i be as in
Theorem 6.2. Then:

(i) If X and Y are divisorial, then Xi is divisorial for every i.
(ii) If X and Y are quasi-projective (resp. projective), then Xi is

quasi-projective (resp. projective) for every i.

Proof. Let 0 < b < c < d < m be as in Theorem 6.2. For (i), if X and
Y are divisorial, then so is X × Y , hence also Xc, by Remark 5.2. By
Remark 5.2 and Corollary 5.6, so are the stacks Xi for all b ≤ i ≤ d. We
have projective morphisms to X or Y from the remaining stacks Xi, so
these are divisorial as well by Remark 5.2.

We obtain (ii) from Lemma 2.2 and Proposition 3.4. �

Remark 6.4. In the setting of Theorem 6.2, suppose that the complement
of U is an snc divisor in X , and the complement of V is an snc divisor
in Y . Then the outcome of Theorem 6.2 maybe be strengthened, by
the requirement, that the complement of Ui is an snc divisor Di ⊂ Xi
for every i, and every Zi and Wi that appears as a center of a blow-
up Xi+1

∼= B`ZiXi respectively Xi−1
∼= B`Wi

Xi has normal crossing with
Di. In the proof, we apply embedded resolution of singularities to achieve
that X ′\U ′ is an snc divisor. We apply the evident variant of Proposition
6.1, where X \U and X ′ \U ′ are snc divisors and in the conclusion every
Xi \ Ui is an snc divisor, with which Zi has normal crossing. We invoke
a similarly evident variant of Lemma 4.11, with boundary divisors.
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7. Refined Burnside groups for orbifolds

In this section, we assume that the base field k (of characteristic 0)
contains all roots of unity. We define

Burnn and Burnn,

abelian groups receiving birational invariants of n-dimensional orbifolds;
the second group is a quotient of the first. The definitions are in terms
of generators and relations. A projective, respectively quasi-projective
orbifold of dimension n will determine a class in Burnn, respectively
Burnn.

The following definition is in parallel with the definition of

Burnn(G),

the equivariant Burnside group of n-dimensional varieties with generi-
cally free action of a finite group G, in [31].

Definition 7.1. The abelian groups Burnn and Burnn are generated by
pairs

(K, α),

where

• K is a projective linearizable DM stack of dimension d ≤ n, and
• α = (a1, . . . , an−d) is a sequence of length n− d of nonzero char-

acters of the generic stabilizer H of K, generating H∨.

The group Burnn is defined by the following relations.

(O) (re)ordering: For all permutations σ ∈ Sn−d we have

(K, α) = (K, α′), α′ := (aσ(1), . . . , aσ(n−d)).

(I) (birational) isomorphisms: if K′ is another projective linearizable DM
stack of dimension d, with corresponding characters α′ = (a′1, . . . , a

′
n−d),

and there is a birational equivalence

K ∼ K′

transforming α to α′, then

(K, α) = (K′, α′).
(V) vanishing: For all K and α = (a1, a2, . . . , an−d) with

a1 + a2 = 0

we have
(K, α) = 0.

(B) blowup: suppose n− d ≥ 2, set a := a1 − a2, then

(K, α) = Θ1 + Θ2,
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where

Θ1 =

{
0, if a = 0,

(K, α1) + (K, α2), if a 6= 0,

with

α1 := (a1, a2 − a1, a3, . . . , an−d), α2 := (a2, a1 − a2, a3, . . . , an−d),

and

Θ2 =

{
0, if ai ∈ 〈a〉 for some i,

(Y , (b2, . . . , bn−d)), otherwise,

with Y obtained by construction (A) from K and the character a; the
generic stabilizer of Y is naturally a subgroup of the generic stabilizer of
K, and the character bi is obtained by restricting ai, for i = 2, . . . , n−d.

The group Burnn is defined by the same relations, except that (I) is
replaced by

(I) (K, α) = (K′, α′) if there is a birational map K 99K K′ transforming
α to α′.

Remark 7.2. Relation (I) differs from (I), in that the requirementK ∼ K′
of (I) is weakened to the requirement, in (I), of just a birational map,
i.e., an isomorphism of dense open substacks. Since K always has a dense
open substack isomorphic to U ×BH for some algebraic variety U , there
are birational automorphisms of K realizing every automorphism of H.
Consequently, in Burnn we have (K, α) = (K, α′) when α′ is obtained
from α by applying an automorphism of H.

Definition 7.3. Let X be a projective orbifold of dimension n, that is
divisorial. For a finite abelian group H, we call a stabilizer-H component
of X the closure of a component of the nonsingular locally closed sub-
stack of X , defined by the condition of having geometric stabilizer group
isomorphic to H; this is a smooth substack of X . A stabilizer component
of X is a closed substack, that is a stabilizer-H component for some H.
The class

[X ] ∈ Burnn

is defined to be the sum

[X ] :=
∑
K⊂X

(K, βK(X )) (7.1)

over stabilizer components of X , where the normal bundle NK/X deter-
mines a representation and hence a sequence of characters (up to order)
of the generic stabilizer of K, denoted above by βK(X ).
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Remark 7.4. Suppose X is a smooth separated irreducible DM stack of
finite type over k, that is divisorial. Then by Proposition 5.5 we know
that the associated orbifold Y is divisorial. We call a stabilizer component
of X the inverse image by X → Y of any stabilizer component of Y . If
H0 denotes the generic stabilizer of X , and K is a stabilizer component of
X , inverse image of stabilizer component L ⊂ Y , then H0 is a subgroup
of the generic stabilizer H of K, and H/H0 is the generic stabilizer of L.
We identify the characters in βL(Y) with characters of H, trivial on H0,
which we denote by βK(X ).

Proposition 7.5. In Burnn we have the following relations:

(i) If α = (a1, . . . , an−d) with a1+· · ·+aj = 0 for some 2 ≤ j ≤ n−d,
then

(K, α) = 0.

(ii) For any 2 ≤ j ≤ n− d,

(K, α) =
∑

∅6=I⊆{1,...,j}
satisfying (∗)

(YI , βI)

where a nonempty subset I ⊆ {1, . . . , j}, i0 ∈ I, determines the
subgroup HI ⊆ H, intersection of the kernels of ai − ai0 for all
i ∈ I, we apply construction (A) to the characters

(ai − ai0)i∈I\{i0}
to obtain the linearizable DM stack YI with generic stabilizer HI ,
we define αI to consist of the characters

ai0 , (ai − ai0)i∈{1,...,j}\I and (aj+1, . . . , an−d),

we define the condition

(∗) : the character a restricts nontrivially to HI , for all a ∈ αI ,
and we define βI to consist of the restrictions to HI of the char-
acters in αI .

Proof. We prove (i) by induction on j. The base case j = 2 is relation
(V). For the inductive step, we apply relation (B) to (K, α′), where

α′ = (a1, a1 + a2, a3, . . . , an−d).

By relation (O) and the induction hypothesis we have (K, α′) = 0. The
right-hand side of (B) consists of terms that vanish for the same reason,
along with (K, α). So (K, α) = 0.

We also prove (ii) by induction on j. The base case j = 2 is relation
(B). For the inductive step, we apply the induction hypothesis and for
each resulting (YI , βI) we apply relation (B) to the restrictions of the
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characters ai0 and aj+1. The rest of the argument is combinatorial and
follows exactly the proof of [31, Prop. 4.7], on which this statement is
based. �

8. Birational invariants of orbifolds

We continue to work over a base field k of characteristic 0 containing all
roots of unity. The goal of this section is to exhibit birational invariants
of n-dimensional orbifolds, with values in Burnn and Burnn.

Theorem 8.1. Let X and X ′ be projective orbifolds of dimension n, that
are divisorial. If X and X ′ are birationally equivalent, then

[X ] = [X ′]
in Burnn.

Proof. By Theorem 4.25, it suffices to consider a blowup π : X ′ → X of
divisorial projective orbifolds, with center in a smooth substack W . We
split (7.1) into two sums, according to whether K is contained in W :

[X ] =
∑
K6⊂W

(K, βK(X )) +
∑
K⊂W

(K, βK(X )).

Note first that K ∩W is smooth; this follows from the analysis of local
stack geometry in [7].

The analogous sum for X ′ is split analogously, according to contain-
ment in the exceptional divisor E :

[X ′] =
∑
K′ 6⊂E

(K′, βK′(X ′)) +
∑
K′⊂E

(K′, βK′(X ′)).

The respective first sums are equal. For any K′ in the second sum for X ′
the image π(K′) is contained in a unique K, appearing in the formula for
[X ], with the same generic stabilizer as π(K′). We claim that π(K′) is
an entire connected component V of K∩W . This follows by an analysis
of E ×X V ∼= P(NW/X |V), which reveals also that when K 6⊂ W there are
always two characters summing to 0 in βK′(X ′), hence (K′, βK′(X ′)) = 0
by (V). When K ⊂ W the contribution to [X ′] from the K′ ⊂ E with
π(K′) = K is precisely the right-hand side of the relation from Proposition
7.5(ii), where j is the codimension of W , consequently [X ] = [X ′]. �

In the next definition we allow ourselves to write a symbol (K, α) ∈
Burnn when K is a quasiprojective linearizable DM stack. By the results
about projective compactifications stated in Section 5, such K may be
embedded as an open substack in a projective linearizable DM stack K.
We introduce

(K, α) := (K, α) ∈ Burnn.
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This, by relation (I), is independent of the choice of K.
Since Burnn is defined by a larger set of relations than Burnn, there

is a canonical homomorphism

Burnn → Burnn.

In any formula involving classes from both Burnn and Burnn there is the
implicit use of this homomorphism.

Definition 8.2. Let U be a quasi-projective orbifold of dimension n,
that is divisorial. The corresponding naive class in Burnn is

[U ]naive :=
∑
K⊂U

(K, βK(U)),

where the sum is as in (7.1), but for U . If U is the complement, in a
divisorial projective orbifold X of an snc divisor D,

D =
⋃
i∈I

Di,

then we define the class in Burnn to be

[U ] := [X ] +
∑
∅6=I⊆I

(−1)|I|[NDI/X ]naive,

where DI denotes the intersection of the Di with i ∈ I.

Notice, by Remark 5.2, NDI/X is divisorial, for every I. By the same
argument as in the proof of Theorem 8.1, [U ]naive is a birational invariant.
It also remains unchanged upon passage to suitable open substacks.

Lemma 8.3. Let U and U ′ be a quasi-projective orbifolds of dimension
n. We suppose that U ′ is divisorial.

(i) If U is an open substack of U ′, such that U ∩ K 6= ∅ for every
stabilizer component K of U ′, then in Burnn we have

[U ]naive = [U ′]naive.

(ii) Let π : U → Z and π′ : U ′ → Z be representable smooth mor-
phisms to a smooth quasi-projective DM stack Z. Suppose that
Z admits a covering by open substacks W ⊂ Z with the property,
that there exist an open immersion

j : π−1(W)→ π′−1(W)

and a 2-isomorphism π ⇒ π′ ◦ j, such that the condition in (i) is
satisfied for the open substack j(π−1(W)) of π′−1(W). Then U is
divisorial, and in Burnn we have

[U ]naive = [U ′]naive.
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Proof. Generally, the stabilizer components of U are the nonempty inter-
sections with U of the stabilizer components of U ′. Under the assumption
in (i), all of the intersections are nonempty. The equality is clear, then,
from the definition of naive class in Burnn.

For (ii), every substack π−1(W) of U is divisorial, and the line bundles
that exhibit this extend to U (cf. the proof of Proposition 5.5), so U is
divisorial. For the rest of the assertion, we argue as in the proof of [31,
Lemma 5.10]. �

In the rest of this section, we will prove that [U ] ∈ Burnn is well-defined
and is a birational invariant.

Lemma 8.4. Let U be a divisorial orbifold, H0 the generic stabilizer of
U , and L1, . . . , Lt line bundles on U whose corresponding characters of
H0 generate H∨0 . We denote by

T ⊂ L1 ⊕ · · · ⊕ Lt,
with projection

π : T → U ,
the complement of the union of L1 ⊕ · · · ⊕ 0 ⊕ · · · ⊕ Lt with 0 as ith
summand, for i = 1, . . . , t. Then every stabilizer component of T is of
the form π−1(K) for some stabilizer component K ⊂ U . If H denotes the
generic stabilizer of K and αi the character induced by Li, then π−1(K)
is a stabilizer component of T if and only if

βK(U) ∩ 〈α1, . . . , αt〉 = ∅.
In this case π−1(K) has generic stabilizer H/〈α1, . . . , αt〉, and we have

βπ−1(K)(T ) equal to βK(U), the images in H/〈α1, . . . , αt〉 of βK(U).

Proof. It suffices to treat the case t = 1. The points in any fiber of π all
have the same stabilizer group, hence every stabilizer component of T is
of the claimed form. For any stabilizer component K, with generic sta-
bilizer H, the generic stabilizer of π−1(K) is as claimed. Also as claimed
is the description of the characters of the normal bundle at the generic
point, whose nonvanishing is necessary and sufficient for π−1(K) to be a
stabilizer component of T . �

Definition 8.5. Let D =
⋃
i∈I Di be an snc divisor on a projective

orbifold X . The snc stratum
D◦I

indexed by I ⊆ I is the complement in DI of the union of Dj for j ∈ I\I.
The punctured normal bundle

N ◦DI/X ,
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with projection morphism

π◦I : N ◦DI/X → D
◦
I ,

is the complement in

ND◦I /X ∼=
⊕
i∈I

NDi/X |D◦I

of the union of the zero-sections of the summands.

Lemma 8.6. With the notation of Definitions 8.2 and 8.5 we have

[U ] = [U ]naive +
∑
∅6=I⊆I

(−1)|I| [N ◦DI/X ]naive

in Burnn.

Proof. The proof is combinatorial and follows the same steps as the proof
of [31, Lemma 5.7]. �

Remark 8.7. With the notation of Definition 8.2, if for i ∈ I and a
positive integer r we perform the rth root operation on Di we obtain

U ∼= r
√

(X ,Di) \ D′,

where D′ is an snc divisor, union of GDi and the pre-images of Di′ for
i′ 6= i. It follows from Lemma 3.2 that the formula from Lemma 8.6
remains unchanged when we replace X by r

√
(X ,Di).

Proposition 8.8. With the notation of Definition 8.2, suppose that U
is also the complement, in a divisorial projective orbifold X ′ of an snc
divisor D′,

D′ =
⋃
i∈I′
D′i.

Then

[X ] +
∑
∅6=I⊆I

(−1)|I|[NDI/X ]naive = [X ′] +
∑
∅6=I⊆I′

(−1)|I|[ND′I/X ′ ]
naive.

in Burnn.

Proof. Applying Proposition 6.3 (see also Remark 6.4), we are reduced
to treating the case that X ′ is obtained from X by one of the following
operations:

(i) Blowing up a smooth substack Z, contained in and having normal
crossing with D.

(ii) Root operation along a component of D.
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The result in case (ii) is taken care of by Remark 8.7.
We treat case (i). The stack Z is projective, and without loss of

generality may be assumed irreducible, so the coarse moduli space is a
projective variety:

π : Z → Z.

We remark that any short exact sequence of vector bundles on Z admits
a splitting after restricting to π−1(V ) for any affine open V ⊂ Z. This
follows from the Leray spectral sequence, once we know that Riπ∗F = 0
for all i > 0 and quasi-coherent sheaves F . For this, it is enough to
know the vanishing of Hi([Spec(A)/G],F) for a quotient stack, where G
is finite and A is a k-algebra. We know the latter by a standard spectral
sequence (see [38, Thm. III.2.20]) and the vanishing of group cohomology
of k-vector spaces.

Let I ′ = {i ∈ I |Z ⊂ Di}, with complement I ′′. For I ⊆ I we denote
the respective intersections with I by I ′ and I ′′. We define

ZI = D◦I′∪I ∩ Z.

As in the proof of [31, Prop. 5.8], by applying Lemma 8.6 and rear-
ranging terms, the desired equality is equivalent to∑

∅6=I⊆I

(−1)|I|
(
[N ◦DI/X ]naive − [N ◦D′I/X ′ ]

naive
)

=

∑
∅6=I⊆I

(−1)|I|
(
[N ◦D′

I′′∩E/X
′ ]naive − [N ◦D′I∩E/X ′ ]

naive
)
.

(8.1)

We prove (8.1) by establishing the equality of summands for each ∅ 6=
I ⊆ I. When I ′ ⊆ I we have

N ◦D′I/X ′
∼= N ◦DI/X \ (π◦I )

−1(ZI),

so by Lemma 8.4 the summand on the left-hand side of (8.1) is

(−1)|I|
∑

stabilizer components K⊂D◦I
with K⊂ZI

((π◦I )
−1(K), βK(D◦I )), (8.2)

whereas when I ′ * I we have

N ◦DI/X ∼= N
◦
D′I/X ′

,

and the summand is 0. In (8.2), a summand needs to be understood as 0

when βK(D◦I ) contains the trivial character. In particular, the sum only
receives nontrivial contributions from K ⊂ Z ′I , where the closed substack

Z ′I ⊂ ZI
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is defined by the condition that none of characters associated with the
divisors Di, i ∈ I, appears in βZI (D◦I ).

To understand the right-hand side of (8.1), we start with the decom-
position as a sum of line bundles

ND′
I′′∩E/X

′ ∼= ND′
I′′∩E/D

′
I′′
⊕
⊕
j∈I′′
NDj/X |D′I′′∩E ,

which leads to an identification of N ◦D′
I′′∩E/X

′ with(
NZI/DI′′ \

⋃
i∈I′
NZI/DI′′∪{i}

)
×ZI

(
ą

j∈I′′
(NDj/X |ZI \ ZI)

)
. (8.3)

Suppose I ′ ⊆ I. Then ND′I∩E/X ′ is a direct sum of line bundles. One of
these is identified with OP(NZ∩DI/DI )(−1). The other are the restrictions

of NDj/X for j ∈ I, possibly twisted by OP(NZ∩DI/DI )(1). A punctured
sum of line bundles remains unchanged, up to isomorphism, if one of the
line bundles is twisted by another. So N ◦D′I∩E/X ′ may be identified with(

NZI/DI \ ZI
)
×ZI

(
ą

j∈I
(NDj/X |ZI \ ZI)

)
. (8.4)

The short exact sequence

0→ NZI/DI → NZI/DI′′ →
⊕
j∈I′
NDj/X |ZI → 0 (8.5)

admits splittings Zariski locally on ZI . As well, (8.5) admits a canonical
splitting after restricting to Z ′I . The latter observation lets us define a
closed substack S of the restriction of NZI/DI′′ to Z ′I ,

S := ker
(
NZI/DI′′ |Z′I → NZI/DI |Z′I

)
.

Removing S from NZI/DI′′ and using the identification (8.3), we obtain
an open substack

U ′ ⊂ N ◦D′
I′′∩E/X

′ . (8.6)

We apply Lemma 8.3(ii), with U = N ◦D′I∩E/X ′ , where the covering of ZI by

open substacks comes from the Zariski local splittings of (8.5). Over such
an open substack, U is identified with the pre-image of NZI/DI \ ZI , and
U ′, with the pre-image of NZI/DI \ Z ′I , for the projection from the fiber
product with

Ś

j∈I(NDj/X |ZI \ZI). Application of Lemma 8.4 establishes

the condition on Lemma 8.3(i) for U and U ′ over such an open substack
of ZI , thus by Lemma 8.3(ii) we have

[U ′]naive = [N ◦D′I∩E/X ′ ]
naive.
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From (8.6) we obtain an identification of

[N ◦D′
I′′∩E/X

′ ]naive − [U ′]naive

with the sum in (8.2), and we have the equality of summands of (8.1) in
this case.

We suppose, now, I ′ * I. Then N ◦D′I∩E/X ′ is identified with(
NZI/DI \

⋃
i∈I′\I

NZI/DI∪{i}
)
×ZI

(
ą

j∈I
(NDj/X |ZI \ ZI)

)
.

We have the short exact sequence

0→ NZI/DI′∪I → NZI/DI′′ →
⊕
j∈I′
NDj/X |ZI → 0. (8.7)

We take a splitting of (8.7) over an open substack of ZI . The restriction
to the direct sum of NDj/X |ZI over j ∈ I ′ is a splitting s of

0→ NZI/DI → NZI/DI′′ →
⊕
j∈I′
NDj/X |ZI → 0. (8.8)

We claim:

NZI/DI ⊕
⊕

j∈I′\{i}

s(NDj/X |ZI ) = NZI/DI′′∪{i} (i ∈ I ′), (8.9)

NZI/DI∪{i} ⊕
⊕
j∈I′

s(NDj/X |ZI ) = NZI/DI′′∪{i} (i ∈ I ′ \ I). (8.10)

For i, j ∈ I ′, i 6= j, we have s(NDj/X |ZI ) ⊂ NZI/DI′′∪{i} , since NZI/DI′′∪{i}
is the kernel of NZI/DI′′ → NDi/X |ZI ; (8.9) quickly follows. The argument
for (8.10) is similar and relies on the fact, that s is the restriction of
a splitting of (8.7). With (8.9)–(8.10) we have identifications, Zariski
locally over ZI , of N ◦D′I∩E/X ′ and N ◦D′

I′′∩E/X
′ , so by Lemma 8.3(ii) we have

[N ◦D′I∩E/X ′ ]
naive = [N ◦D′

I′′∩E/X
′ ]naive.

Thus the summand on the right-hand side of (8.1) is 0, as desired. �

Proposition 8.9. Let U be as in Definition 8.2 and let, analogously, U ′
be the complement in a divisorial projective orbifold X ′ of an snc divisor
D′. If U and U ′ are birationally equivalent, then [U ] = [U ′] in Burnn.

Proof. We first show that it is enough to treat the case that X ′ admits
a proper birational morphism to X , restricting to a representable proper
birational morphism U ′ → U . Proposition 4.20 gives rise to an orbifoldW
with projective morphism to Γ(U 99K U ′), such that the composite mor-
phisms to U and to U ′ are representable and birational. The projective
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morphism W → Γ(U 99K U ′) compactifies to some Z → Γ(X 99K X ′),
where by resolution of singularities we may suppose Z smooth, and by
applying embedded resolution of sinigularities to the common pre-image
in Z of D ⊂ X and D′ ⊂ X ′ (cf. Lemma 4.4), we may suppose that W
in Z is the complement of an snc divisor. Now Z → X and Z → X ′ are
proper birational morphisms of projective orbifolds, which restrict to the
representable proper birational morphisms W → U and W → U ′.

So we may suppose that we have proper birational X ′ → X , restricting
to representable proper birational U ′ → U . We let X′ → X be the relative
coarse moduli space of X ′ over X and apply resolution of singularities
and embedded resolution of singularities to obtain representable proper

X̃′ → X , restricting to U ′ → U , where the complement of U ′ is an snc

divisor. We do the same to X ′×X′ X̃
′ to obtain X ′′, also with complement

of U ′ an snc divisor. Proposition 8.8 is applicable to U ′ in X ′′ and in X̃′.

The morphism X̃′ → X is representable, so by Remark 4.26 it suffices to
treat the blow-up of a smooth substack Z of X that has normal crossing
with D. The case Z ⊂ D is taken care of by Proposition 8.8. When Z
meets D transversally we conclude directly by the definition of [U ] and
the birational invariance of the naive class in Burnn. �

Definition 8.10. Let X be a projective orbifold of dimension n. The
class

[X ] ∈ Burnn

is defined by applying Proposition 5.3 to X , to obtain a divisorial pro-
jective orbifold X ′, and setting [X ] := [X ′] (Definition 7.3). Let U be a
quasiprojective orbifold of dimension n. The classes

[U ], [U ]naive ∈ Burnn

are defined by taking X to be a projective orbifold with snc divisor D
and X \D ∼= U (Remark 5.15), passing to X ′ as before (Proposition 5.3,
applied to (X ,D)), and with U ′ := U ×X X ′, setting [U ] := [U ′] and
[U ]naive := [U ′]naive (Definition 8.2).

The classes in Definition 8.10 are independent of choices (by Lemma
5.11 and the birational invariance results in this section) and are bira-
tional invariants of projective, respectively, quasiprojective orbifolds.

9. Specialization

Still taking k to be a field of characteristic 0 with all roots of unity, in
this section we define a specialization homomorphism

BurnK → Burnk,
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where K is the fraction field of a complete DVR o, with residue field k.
We fix a uniformizer π of o.

Let XK be a projective orbifold over K. We start by showing the
existence of a regular model Xo over o, with simple normal crossing special
fiber. We have XK ∼= [YK/GLN ] for some smooth quasiprojective YK with
action of GLN for some N . By [49, Thm. 3.3], there exists an equivariant
embedding YK → PMo , where the projective space is the projectivization
of some representation of GLN over o. We have YK contained in the
stable locus (in the sense of GIT) for the action of GLN on PMK . Applying
the blow-up procedure of [19, Thm. 2.11], to [(PMo )ss/GLN ] (where the
notation refers to semistable locus, in the sense of GIT over a base [39,
App. G to Chap. 1]), we obtain an ambient projective orbifold, containing
XK , which is the generic fiber of a smooth DM stack over o whose coarse
moduli space is projective over o. The closure of XK is then a DM
stack over o whose coarse moduli space is projective over o. Applying
resolution of singularities (cf. Remark 3.1), we obtain a regular model Xo

of XK with snc special fiber. Moreover, if XK is divisorial, then so is Xo.
(Argue as in Remark 5.15.) We also recall, by Proposition 5.7, that if
XK is linearizable, then after suitable blow-up it becomes divisorial.

Definition 9.1. The orbifold Burnside volume is the homomorphism

ρ̄π : Burnn,K → Burnn,k

given by

(XK , α) 7→
∑

∅6=I⊆{1,...,r}

(−1)|I|−1(ω−1
I (1), α),

where XK is assumed divisorial and Xo is a regular model with snc special
fiber D = D1 ∪ · · · ∪ Dr, and for every ∅ 6= I ⊆ {1, . . . , r} the morphism

ωI : N ◦DI/Xo
→ Gm

is obtained from the trivialization of⊗
i∈I

N⊗diDi/Xo
|DI ,

determined by π, where di is the multiplicity of Di in the special fiber.

As in [31, Sect. 6], the verification that Definition 9.1 yields a well-
defined homomorphism is straightforward. We only require the addi-
tional observation, that a root stack operation along a regular divisor in
Xo, meeting the special fiber transversely, does not change (ω−1

I (1), α),
as an element of Burnn,k. This is clear by relation (I).
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Theorem 9.2. Let XK be a projective orbifold of dimension n, that is
divisorial, and let Xo be a regular model with snc special fiber D = D1 ∪
· · · ∪ Dr, and let ωI be as above, for ∅ 6= I ⊆ {1, . . . , r}. Then

ρ̄π([XK ]) =
∑

∅6=I⊆{1,...,r}

(−1)|I|−1
∑

K⊂N ◦DI/Xo

(K ∩ ω−1
I (1), βK(N ◦DI/Xo

)),

where the sum is over stabilizer components of N ◦DI/Xo
.

Proof. This is clear from Definition 9.1. �

We also have the analogue of [31, Rmk. 6.7] (compatibility with passage
to finite extensions of K).

Remark 9.3. In Definition 9.1 we may always take XK to be of the form
XK × BH for some scheme XK . Let Xo be a regular model with snc
special fiber. Then Xo × BH is a regular model of XK × BH, and we
see that ρ̄π may be computed by applying the standard specialization
map from [27], forming the product with BH, and carrying along the
characters α.

It is natural to ask whether or not ρ̄π admits a refinement to a homo-
morphism on the level of Burnn. In Section 10 we show that is no such
refinement, that is compatible with the refinement homomorphism of
Burnn(G) (for n ≥ 2 and finite groups G). Here, we give some examples,
illustrating issues that can arise.

Example 9.4. Let C := A1 and C0 := A1 \ {0}. Given the family of
orbifold curves P(1, 2) × C0 over C0, we may ask about proper models
over C. We illustrate this using toric DM stacks. In this theory, a stacky
fan [15] consists of a finitely generated abelian group N , a fan Σ of cones
in N ⊗ R, and a collection of ray generators in N . For instance,

Σ0 := (Z2,Σ0, β0), Σ0 := {0,R≥0 × 0,R≤0 × 0}, β0 := {(2, 0), (0,−1)})

is a stacky fan, whose associated toric DM stack is

X (Σ0) ∼= P(1, 2)× C0.

Functoriality [15, Rmk. 4.5] associates to a homomorphism of lattices
satisfying requirements about images of cones and ray generators, a mor-
phism of toric DM stacks. With 1Z2 we obtain:

X (Σ0)→ X (Σ1), X (Σ0)→ X (Σ2),
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where e1, e2 denotes the standard basis of Z2 and:

Σ1 := (Z2,Σ1, β1), Σ2 := (Z2,Σ2, β2),

Σ1 := Σ0 ∪ {R≥0〈e2〉,R≥0〈e1, e2〉,R≥0〈−e1, e2〉}, β1 := β0 ∪ {e2},
Σ2 := Σ0 ∪ {R≥0〈e1 + e2〉,R≥0〈e1, e1 + e2〉,R≥0〈−e1, e1 + e2〉},

β2 := β0 ∪ {e1 + e2}.

This way, X (Σ1) and X (Σ2) are proper models over C of X (Σ0):

X (Σ1) 99K X (Σ2), (9.1)

restricting to 1X (Σ0) over C0. We give:

• a proof that this birational map is not representable,
• a factorization of this birational map into blow-up and root stack

operations.

The representability of (9.1) is, by Remark 4.16 and equivariant resolu-
tion of singularities, equivalent to the torus-equivariant birational equiv-
alence of X (Σ1) and X (Σ2); a criterion for this due to Schmitt [46] (for
proper toric orbifolds, but easily adapted to the present setting), may be
tested and seen to fail. However, we can also give a direct proof of non-
representability. If the birational map (9.1) were representable, then by
Theorem 4.25, there would exist a factorization as a sequence of blow-ups
and their inverses. As we are considering orbifold surfaces, only blow-ups
of points are relevant. So the restriction of (9.1) to any orbifold curve in
X (Σ1) would be a morphism. We obtain a contradiction, by analyzing
the restriction of (9.1) to the orbifold curve Y1 in X (Σ1), corresponding
to the ray R≥0 × 0. There is the analogous orbifold curve Y2 in X (Σ2).
Using the description of charts of toric DM stacks [15, Prop. 4.3], we
determine that the composite

A1 ×BZ/2Z ∼= Y1 99K Y2
∼= A1 ×BZ/2Z pr2→ BZ/2Z,

restricted to (A1\{0})×BZ/2Z, sends a Z/2Z-torsor T → S with invert-

ible function r on S (for any k-scheme S) to the Z/2Z-torsor T ×S S̃/∼,

where S̃ → S is the Z/2Z-torsor determined by r, and ∼ denotes the
diagonal Z/2Z-action. This morphism does not extend to A1 ×BZ/2Z.

The first step in a chain of stacky blow-ups relating X (Σ1) and X (Σ2)
(cf. Theorem 6.2) is the blow-up of the point on Y1 over 0 ∈ A1. The
corresponding operation on the stacky fan is the stacky star subdivision
[18, §4], which adds the ray R≥0〈(1, 2)〉 and ray generator (1, 2), and
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subdivides the maximal cone containing this ray. The diagram

•oo
OO <<

;;
66

66

// //
root

�� blow-up

��

•oo
OO ??

??
88

// //

blow-up

��

•oo
OO <<

<<

// //

root

��

•oo
OO 88

// //

blow-up

��

•oo
OO ??

// //

blow-up

��

•oo
OO
// // •oo

??

// //

shows all of the steps in a chain of stacky blow-ups relating X (Σ1) and
X (Σ2). Blow-ups are represented by stacky star subdivision, root oper-
ations by the doubling of an entry in the β-component of the stacky fan
(shown graphically by a double-arrow).

Although the rational map in Example 9.4, extending the identity mor-
phism over C0, between the two proper models over C is not representable
(so ordinary blow-ups alone do not suffice to relate the two models), the
fiber over 0 ∈ C in each case is P(1, 2). (In fact, X (Σ1) ∼= X (Σ2), al-
though there is no isomorphism that restricts to 1X (Σ0).) In the next
example, we will see proper models whose special fibers differ in an es-
sential way.

Example 9.5. Keeping C and C0 as above, we let E be an elliptic curve
and p a k-point of E, and we consider the family of one-dimensional DM
stacks C0 × E × B(Z/2Z) over C0. Of course, this admits the proper
model

X1 := C × E ×BZ/2Z
over C.

We use the square root of a line bundle, recalled in (3.2), to construct
another proper model over C. In the blow-up

B := B`(0,p)C × E,
we denote the exceptional divisor by D. We let

X2 :=
√
OB(D)/B.
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Restricted to any Zariski open subset U of B, where the divisor D is
principal, this stack is isomorphic to U × B(Z/2Z). So its local geome-
try is like a product of B(Z/2Z) with a semistable family of curves; in
particular, X2 is smooth. The line bundle O(D), restricted to the copy
of E in B over 0, is OE(p), hence in X2 over 0 we find a copy of√

OE(p)/E,

which is a nontrivial Z/2Z-gerbe over E, i.e., is not isomorphic to the
product E × B(Z/2Z). The special fibers of models X1 and X2 cannot
be related in an evident manner (cf. Example 4.23).

Remark 9.6. It is straightforward to modify Example 9.5 to exhibit fam-
ilies of projective orbifolds over C, identical over C0, with contrasting
special fibers. In the root construction (3.2), the right-hand factor sup-
plies a line bundle, whose rth power is isomorphic to the pull-back of L.
We denote this line bundle on X2 by M . Now

Y1 := [C × E × P1/(Z/2Z)] and Y2 := P(OX2 ⊕M)

(on the left, Z/2Z acts nontrivially on P1) are proper models over C of
C0×E× [P1/(Z/2Z)] over C0. The special fiber of Y1 is E× [P1/(Z/2Z)].
The special fiber of Y2 has a component, isomorphic to

P(O√OE(p)/E
⊕M |√OE(p)/E

),

which we claim is not birationally equivalent to E× [P1/(Z/2Z)]. Indeed,
the direct argument for non-representability from the previous example
reduces this to the fact that

√
OE(p)/E is not isomorphic to E×BZ/2Z.

10. Comparisons

We continue to work over a field k of characteristic 0, containing all
roots of unity.

Burnside groups of varieties and orbifolds. In [29], we defined an-
other abelian group, receiving birational invariants of orbifolds of dimen-
sion n:

Burnn.

Generators are pairs

(K,α),

consisting of a field K, finitely generated and of transcendence degree
d ≤ n over k, and α ∈ Bn−d, a group which encodes the normal bundle
representation at the generic point of a locus with given stabilizer group;
see [29, Defn. 3.1]. The pairs are subject to an equivalence relation, which
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identifies a pair (K,α) such that K ∼= K0(t), with the pair (K0, α
′), where

α′ is obtained from α by addition of a trivial character. We denote by

cl(U) ∈ Burnn

the class of a quasiprojective n-dimensional orbifold U , which is defined
and shown to be a birational invariant in [29, Thm. 4.1]. When U is
divisorial, cl(U) is obtained by stratifying U by isomorphism class of
stabilizer, assigning to each stratum a class in Burnn, and summing.

The module B admits split monomorphisms from modules B[e]
, for pos-

itive integers e, corresponding to e-torsion stabilizer groups. The split-
ting, for e = 1, determines Burnn → Burnn, sending (K,α) as above to
the class in Burnn of K(t1, . . . , tn−d). There is also the free abelian group
on birational equivalence classes of projective n-dimensional orbifolds

Z[Birn],

where the invariants of birational maps of orbifolds of [30] take values.

Definition 10.1. The comparison homomorphisms

Z[Birn]→ Burnn → Burnn
κ̄→ Burnn → Burnn,

are defined as follows.

• The leftmost map sends the class of the n-dimensional projective
orbifold X to [X ] ∈ Burnn, which is well-defined by Theorem 8.1.
• The next map is the canonical homomorphism (cf. Section 8).
• The map κ̄ given by

(K, α) 7→ cl(Kcms × [An−d/H]),

where Kcms denotes the coarse moduli space of K and H acts
linearly on the affine space by the characters in α.
• The final map is given by (K,α) 7→ [K(t1, . . . , tn−d)]; see above.

We denote by
κ : Burnn → Burnn

the composite of κ̄ with the canonical homomorphism.

Remark 10.2. The map κ̄ may be described more explicitly, by applying
the following formula, given in [31, Exa. 7.1]. Let X be a projective
variety of dimension d, and H a finite abelian group with faithful repre-
sentation of dimension n− d, given by characters a1, . . . , an−d. Then

cl(X × [An−d/H]) =
∑

I⊆{1,...,n−d}

(−1)|I|(k(X), (ā1, . . . , ān−d)),

where ā1, . . . , ān−d denote the restrictions of the characters to the inter-
section of ker(ai) for i ∈ I.
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Proposition 10.3. The map κ̄ in Definition 10.1 respects the relations
in Burnn, thus is a well-defined homomorphism.

Proof. The map κ̄ clearly respects relations (O) and (I). In fact, modulo
relation (I) every symbol in Burnn is of the form (X × BH,α) for an
irreducible projective scheme X. If we write α as a pair (A, S) with
A = H∨ and S a sequence of nontrivial characters generating A of length
equal to n− dim(X), then we may omit the BH-factor and record only
the birational type of X:

(k(X), A, S) ∈ Burnn. (10.1)

To simplify the checking of the remaining relations we adopt the con-
vention, that we allow the trivial character to occur in S, but additionally
impose the relation (k(X), A, S) = 0 if S contains the trivial character.
With this convention, relation (B) takes the simple form

(k(X), A, (a1, a2, . . . ))

= (k(X), A, (a1, a2 − a1, . . . )) + (k(X), A, (a1 − a2, a2, . . . ))

+ (k(X × P1), A/〈a1 − a2〉, (ā2, . . . )),

(10.2)

and relation (V) is a special case of (B).
The value of κ̄ on a symbol (10.1) is given by the formula in Remark

10.2; we write S = (a1, . . . , am), with m = n − dim(X), then on the
right-hand side we have ā1, . . . , ām ∈ A/〈ai〉i∈I . Due to the sign (−1)|I|,
this vanishes whenever S contains the trivial character. Consequently,
to prove the proposition, it suffices to check that κ̄ respects the relation
(10.2). That is, we need to prove the vanishing in Burnn of

B + C +D + E,

where

B =
∑

I⊆{1,...,m}

(−1)|I|(k(X), A/〈ai〉i∈I , (a1, . . . , am)),

C = −
∑

I⊆{1,...,m}

(analogous, with characters (a1, a2 − a1, . . . , am)),

D = −
∑

I⊆{1,...,m}

(analogous, with characters (a1 − a2, a2, . . . , am)),

E = −
∑

I′⊆{2,...,m}

(−1)|I
′|(k(X), A/〈a1 − a2, ai〉i∈I′ , (0, a2, . . . , am)).

Here, the ai on the right-hand side are understood to denote classes in
the respective quotients of A. We have used the relation from [29, Defn.
3.3] to express all of the symbols in terms of a common function field.
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Let us decompose B according to I ∩ {1, 2} as B∅ + B1 + B2 + B12,
and analogously decompose C, D, and E = E∅ + E2. Then we have

B1 + C1 = B2 +D2 = C2 + E∅ = B12 + C12 = D12 + E2 = 0.

So B + C +D + E is equal to B∅ + C∅ +D∅ +D1, which is∑
I′′⊆{3,...,m}

(−1)|I
′′|FI′′ ,

where

FI′′ = (k(X), A/〈ai〉i∈I′′ , (a1, . . . , am))

− (k(X), A/〈ai〉i∈I′′ , (a1, a2 − a1 . . . , am))

− (k(X), A/〈ai〉i∈I′′ , (a1 − a2, a2, . . . , am))

+ (k(X), A/〈a1 − a2, ai〉i∈I′′ , (0, a2, . . . , am).

We have FI′′ = 0 in Burnn by the final relation of [29, Defn. 3.1] (applied
with j = 2). �

Proposition 10.4. The homomorphism

Z[Birn]→ Burnn,

sending the birational equivalence class of X to [X ] ∈ Burnn, is injective.

Proof. The classes (K, α) with dim(K) = n, modulo relation (I), form a
direct summand of Burnn, isomorphic to Z[Birn]. �

We remark that the conclusion of Proposition 10.4 is no longer valid
if we further compose with the canonical homomorphism to Burnn. For
instance, orbifold curves, which have P1 as coarse moduli space and four
points with stabilizer Z/2Z, have varying birational type, since the bira-
tional type in this case is the same as the isomorphism type (Example
4.23). But their classes all become equal modulo relation (I).

Lemma 10.5. Let U be a quasiprojective smooth DM stack, with line
bundles L1, . . . , Lr, such that dim(U) + r = n. Assume that U has
constant stabilizer group H, and the line bundles induce a faithful rep-
resentation of H with associated characters α = (a1, . . . , ar). Then in
Burnn we have

κ̄([L1 ⊕ · · · ⊕ Lr]naive) = (k(U), α).

Proof. Let U denote the coarse moduli space of U . By Definition 8.2 and
relation (I) we have

[L1 ⊕ · · · ⊕ Lr]naive =
∑

I⊆{1,...,r}
∀ j /∈I: aj /∈〈ai〉i∈I

(U × P|I| ×BHI , (āj)j /∈I),
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where HI denotes the intersection of ker(ai) over i ∈ I and āj, the re-
striction of aj to HI . Using Remark 10.2 and the relations in Burnn,
mentioned at the beginning of this section, we find

κ̄([L1 ⊕ · · · ⊕ Lr]naive)

=
∑

I⊆{1,...,r}
∀ j /∈I: aj /∈〈ai〉i∈I

∑
J⊆{1,...,r}
I∩J=∅

(−1)|J |(k(U), (¯̄a1, . . . , ¯̄ar)),

where ¯̄aj denotes the restriction of aj to HI∪J . The right-hand side may
be rewritten as ∑

I⊆{1,...,r}

∑
J⊆{1,...,r}
I∩J=∅

(−1)|J |(k(U), (¯̄a1, . . . , ¯̄ar)),

since the additional summands, with I such that there exists j0 /∈ I with
aj0 ∈ 〈ai〉i∈I , have cancelling pairs of terms in the inner sum, specifically
those with j0 /∈ J and those with j0 ∈ J . Now the summand has the sign
(−1)|J | times a class, that depends only on I ∪J . So we get cancellation,
leaving only the contribution from I = J = ∅, which is (k(U), α). �

Proposition 10.6. We have

κ̄([U ]) = cl(U)

for every quasiprojective orbifold of dimension n. In particular,

κ([X ]) = cl(X )

if X is a projective orbifold of dimension n.

The proof uses some additional notation. Let U be a quasiprojective
smooth DM stack with line bundles L1, . . . , Lr, such that the total space
of L1 ⊕ · · · ⊕ Lr is a divisorial orbifold of dimension n. Then (cf. [31,
(7.4)]) we define

cl(U , (L1, . . . , Lr))

by the same recipe, as in the definition of the class of a divisorial orbifold,
except that to each pair (K,α) we adjoin to α the characters, determined
by L1, . . . , Lr. We also recall the formula from [31, Lemma 7.4], when
U compactifies and the line bundles are extended to a projective smooth
DM stack X , with X \ U an snc divisor:

cl(U , (L1, . . . , Lr)) = cl(X , (L1, . . . , Lr))

+
∑

∅6=I⊆{1,...,r}

(−1)|I|cl(DI , (L1|DI , . . . , Lr|DI ,
i∈I︷ ︸︸ ︷

. . . ,NDi/X |DI , . . .)).

(10.3)
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Proof. We follow closely the proof of [31, Prop. 7.9]. By applying (10.3)
with r = 0 and X and D as in Definition 8.2, we are reduced to showing

κ̄([L1 ⊕ · · · ⊕ Lr]naive) = cl(X , (L1, . . . , Lr)), (10.4)

for a projective smooth DM stack X with line bundles L1, . . . , Lr, such
that the total space of L1 ⊕ · · · ⊕ Lr is a divisorial orbifold of dimension
n. We prove of (10.4) by induction on dim(X ). The case dim(X ) = 0
follows from Lemma 10.5.

Suppose dim(X ) > 0. Since the naive class is a birational invariant,
the left-hand side of (10.4) remains unchanged if we blow up X along
a nonsingular substack. Arguing as in the proof of [29, Thm. 4.1], we
see that the right-hand side also remains unchanged. Thus by embedded
resolution of singularities it suffices to prove (10.4), under the assumption
that there is dense open U ⊂ X with X\U an snc divisor and U ∼= U×BH
for some scheme U and finite abelian group H (cf. Proposition 5.5).

By combining the expressions for [U ] from Definition 8.2 and Lemma
8.6 we get an equality, with [X ] and naive classes of normal bundles
on the left-hand side and [U ]naive and naive classes of punctured normal
bundles on the right-hand side. An analogous result is valid, with [X ]
replaced by the naive class of L1⊕ · · · ⊕Lr and the pullbacks of the line
bundles inserted into the remaining terms, which have been rearranged
so they all appear on the right-hand side:

[L1 ⊕ · · · ⊕ Lr]naive

= [L1|U ⊕ · · · ⊕ Lr|U ]naive +
∑
∅6=I⊆I

(−1)|I|[L1|N ◦DI/X ⊕ · · · ⊕ Lr|N ◦DI/X ]naive

−
∑
∅6=I⊆I

(−1)|I|[L1|NDI/X ⊕ · · · ⊕ Lr|NDI/X ]naive

Applying κ̄, we get an equality in Burnn. Lemma 10.5 is applicable to
the first two terms on the right-hand side, and these combine to yield
cl(U , (L1, . . . , Lr)) by [31, Lemma 7.5]. The induction hypothesis is ap-
plicable to the third term, which then by (10.3) yields

cl(X , (L1, . . . , Lr))− cl(U , (L1, . . . , Lr)).

This completes the proof of (10.4) and therefore also the proposition. �

Proposition 10.7. The composite homomorphism

Burnn → Burnn

in Definition 10.1 sends [U ]naive to [k(U)] and [U ] to [U ], for an n-
dimensional quasiprojective orbifold U with coarse moduli space U .
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Proof. We may suppose U divisorial. By Remark 10.2, any class (K, α)
with dim(K) < n maps to 0 in Burnn. With this observation we get the
assertion about [U ]naive from Definition 8.2. For the assertion about [U ],
we suppose further that U = X \ D for an snc divisor D (Remark 5.15).
Now the assertion about [U ] follows, by Definition 8.2 and [31, Lemma
7.5], from the assertion about [U ]naive. �

Burnside groups of G-varieties. In [31], we defined, via generators
and relations, the abelian group

Burnn(G),

receiving birational invariants of G-actions on G-varieties. We estab-
lished a well-defined homomorphism of graded abelian groups [31, Prop.
7.7]:

κG : Burn(G) =
∞⊕
n=0

Burnn(G)→ Burn.

We now establish a refinement of κG to a homomorphism

Burn(G)→ Burn .

For this we use the style of presentation of Burnn(G), given in [32],
involving centralizers of stabilizers.

Proposition 10.8. There is a homomorphism

Burnn(G)→ Burnn,

given by

(H,Z ýK, β) 7→ (K, β),

where K = [W/ZG(H)], for some smooth projective W with regular action
of Z = ZG(H)/H and therefore also action of ZG(H), and Z-equivariant
isomorphism k(W ) ∼= K. The composite

Burnn(G)→ Burnn
κ−→ Burnn

is equal to κG.

Proof. By Example 4.14 and relation (I), the element (K, β) ∈ Burnn is
independent of the choice of W . The defining relations of Burnn(G) (see
[32, §2]) match the defining relations of Burnn. Therefore we have a well-
defined homomorphism. Comparison of [31, Defn. 7.6] and Definition
10.1 yields the compatibility. �

We denote by κ̄G the composite homomorphism

Burnn(G)→ Burnn → Burnn.
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Identification with Burnn. We now turn to the homomorphism

κ̄ : Burnn → Burnn,

from Definition 10.1.
We claim, first, that the definition of Burnn remains unchanged if

we omit all the j ≥ 3 defining relations in [29, Defn. 3.1]. We impose
just the relations of reordering of characters, isomorphisms of groups of
characters, and the j = 2 relation

(A, (a1, a2, . . . )) = (A, (a1, a2 − a1, . . . )) + (A, (a1 − a2, a2, . . . ))

− (A/〈a1 − a2〉, (0, ā2, . . . )).
(10.5)

Then we deduce the j ≥ 3 relations by an inductive argument as in the
proof of [31, Prop. 4.7(ii)]: if we apply the induction hypothesis and, to
every term, the j = 2 relation, we get exactly the relation to be proved
modulo one further application of the induction hypothesis.

Consequently, Burnn admits a presentation by symbols (K,A, S) with
finitely generated field K over k, finite abelian group A, and generating
system S = (a1, . . . , am) of A with m+ trdegK/k = n, modulo reordering
of characters, isomorphism of finite abelian groups, isomorphism of fields,
relation

(K,A, (0, a2, . . . , am)) = (K(t), A, (a2, . . . , am)), (10.6)

and relation (10.5) with any given K.
Next we recall the presentation of Burnn from the proof of Proposition

10.3. Generators are symbols (K,A, S) as above. Relations are reorder-
ing of characters, isomorphism of finite abelian groups, isomorphism of
fields, vanishing of symbols containing the trivial character, and (10.2)
with K = k(X), where in place of k(X × P1) we put K(t).

Proposition 10.9. The homomorphism

κ̄ : Burnn → Burnn

is an isomorphism.

Proof. A map in the other direction sends (K,A, S) to∑
I⊆{1,...,m}

(K(t1, . . . , t|I|), A/〈ai〉i∈I , (āj)j∈{1,...,m}\I).

It is clear that this map respects reordering of characters, isomorphism
of finite abelian groups, and isomorphism of fields. By the vanishing in
Burnn of symbols containing the trivial character, the map respects re-
lation (10.6). The verification that it respects relation (10.5) is achieved
just as in the proof of Proposition 10.3. So we have a homomorphism
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Burnn → Burnn. We see that this is inverse to κ̄ by direct computa-
tion, using relation (10.6) respectively the vanishing in Burnn of symbols
containing the trivial character. �

Compatibility with specialization. Let K be the fraction field of a
complete DVR with residue field k. In [31], we have defined a specializa-
tion homomorphism of equivariant Burnside groups

ρGπ : Burnn,K(G)→ Burnn,k(G).

Here we show the compatibility with ρ̄π.

Proposition 10.10. Let G be a finite group, K the fraction field of
a complete DVR with residue field k of characteristic zero containing
all roots of unity, and π a uniformizer. Then we have a commutative
diagram

Burnn,K(G)
ρGπ //

κ̄G

��

Burnn,k(G)

κ̄G

��

Burnn,K
ρ̄π // Burnn,k

Proof. It suffices to consider a symbol in Burnn,K(G) of the form (H,Z ý

K(W ), β), where W is smooth projective over K and [W/Z] is diviso-
rial. Then, by [31, Prop. 2.2] (really its proof) and Proposition 5.5, also
[W/ZG(H)] is divisorial. We take Wo to be a regular model over o with
compatible Z-action and special fiber an snc divisor D1∪ · · ·∪Dr, where
each Di is Z-invariant. With this model, it is straightforward to verify
the claimed compatibility. �

Failure of refined specialization. In Section 9 we indicated that the
specialization map ρ̄π cannot be refined to the level of Burn.

Theorem 10.11. Suppose n ≥ 2. There does not exist a homomorphism

Burnn,K → Burnn,k,

such that the diagrams

Burnn,K(Z/2Z)
ρ
Z/2Z
π //

��

Burnn,k(Z/2Z)

��
and

Burnn,K(Q8)
ρ
Q8
π //

��

Burnn,k(Q8)

��
Burnn,K // Burnn,k Burnn,K // Burnn,k

commute, where Q8 denotes the quaternion group and the vertical maps
are as defined in Proposition 10.8.
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The proof is by an explicit construction, essentially a version of Ex-
ample 9.5 with the nontrivial gerbes realized as Q8-quotient stacks.

Proof. It suffices to treat the case n = 2. Fix any λ ∈ Q \ {0, 1}. Let
W be the smooth projective curve of genus 2 over K ∼= k((t)), whose
function field is the extension of K(u), obtained by adjoining a square
root of u(u2 − u + t2)(u2 − λu + t2). We consider the Z/2Z-action on
W × P1, where the generator acts trivially on W and by −1 on P1. To

compute ρ
Z/2Z
π ([W × P1 ý Z/2Z]), we complete the affine chart

Spec
(
k((t))[u, v, w]/(uv − t2, w2 − u(u+ v − 1)(u+ v − λ))

)
of W to the regular projective model

W = Proj
(
k[[t]][u, v, w, x, y]/(uv − t2y2,

w2y − u(u+ v − y)(u+ v − λy), x2y − v(u+ v − y)(u+ v − λy),

wx− t(u+ v − y)(u+ v − λy), ux− twy, vw − txy)
)
.

The model W is semistable, with special fiber isomorphic to the union
of two curves of genus 1, isomorphic to each other, with function field

k(u)
(√

u(u− 1)(u− λ)
)
. (10.7)

So ρ
Z/2Z
π ([W × P1 ý Z/2Z]) is independent of the choice of π and has

the form

2
(
triv,Z/2Z ýk(u, v)

(√
u(u− 1)(u− λ)

)
, ()
)

− (triv,Z/2Z ýk(u, v), ()) + . . . ,
(10.8)

where the Z/2Z-actions are on the variable v only, and we display only
the terms with trivial group as first factor. Indeed, it will be enough to
consider only such terms to see the impossibility of a homomorphism as
in the statement of the theorem.

The remainder of the proof consists of the following steps.

• Exhibiting an isomorphism

W × [P1/(Z/2Z)] ∼= [X/Q8]

for a smooth projective variety X over K with action of Q8.
• Determination of ρQ8

π ([X ý Q8]).
• Verification that the image of ρQ8

π ([X ý Q8]) in Burn2,k differs
from that of the class (10.8).

For this, we introduce some divisors on W . The locus where u + v − 1,
respectively u + v − λ vanishes in the displayed affine chart determines
D1, respectively Dλ. The complement in W of the displayed affine chart
determines D∞. We ignore multiplicity and take these divisors to have
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components of multiplicity one. Each of these divisors is the closure of a
pair of K-rational Weierstrass points of W .

We use the points of D∞ in the special fiber to endow each component
of the special fiber with the structure of an elliptic curve over k. Then,
the points of order 2 for the group law are the points of D1 and Dλ in the
special fiber, as well as the point of intersection of the two components.

We let the pair of 2-torsion line bundles

OW(D1 −D∞) and OW(Dλ −D∞)

determine a Galois cover

V → W
for the Klein 4-group K4, with K-rational points in the generic fiber
over the Weierstrass points of W . (By the Kronecker-Weber theorem,
K-rational points over one Weierstrass point lead to K-rational points
over all of them.) On V we let Q8 act via the quotient by its center,
isomorphic to K4. We consider the generic fiber V and claim that the
resulting quotient stack is isomorphic to a trivial Z/2Z-gerbe over W :

[V/Q8] ∼= W ×BZ/2Z.

Given such an isomorphism, the nontrivial one-dimensional representa-
tion of Z/2Z determines a line bundle on [V/Q8], hence a Q8-linearized
line bundle L on V . Then the compactification

X = P(OV ⊕ L)

satisfies [X/Q8] ∼= W × [P1/(Z/2Z)].
The claim amounts to the ability to lift the structure of V as K4-torsor

over W to a structure of Ṽ as Q8-torsor over W , for some unramified

degree 2 cover Ṽ → V . We write V as a canonical curve in P4:

tu2
0− tu2

1 +u2
2 = 4t2u2

1− (2t+1)u2
2−u2

3 = (λ−1)u2
2−u2

3 +u2
4 = 0, (10.9)

where u = t(u1 − u0)−1(u1 + u0). Since the equations have a diagonal
form, V is a Humbert curve with 10 vanishing theta nulls (effective even
theta characteristics), one for each triple of coordinates; cf. [50]. We
consider the ones attached to the first and third equation in (10.9); their

difference, 2-torsion in the Jacobian, determines Ṽ , with function field

K(V )

(√
u1 − u0

u4 − u3

)
.

The K4-torsor structure, given by

(u0 : u1 : u2 : u3 : u4) 7→ (u0 : u1 : (−1)cu2 : (−1)du3 : (−1)c+du4),
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with c, d ∈ {0, 1}, lifts via (i =
√
−1)√

u1 − u0

u4 − u3

7→ ±
( u4 − u3√

λ− 1u2

)c
id
√
u1 − u0

u4 − u3

to a structure of Ṽ as Q8-torsor, and the claim is established.
We determine ρQ8

π ([X ý Q8]). Let us consider the elliptic curve (E,∞)
with function field (10.7) and E[2] = {∞, 0, 1, λ}. We exhibit an action
of Q8 on E, so that √

OE(∞)/E ∼= [E/Q8].

Pullback by the multiplication-by-2 map [2] : E → E sends OE(∞) to

OE(∞+ 0 + 1 + λ) ∼= OE(2∞)⊗2. Consequently, the gerbe
√
OE(∞)/E

admits a section after base change by [2] : E → E. The composite

E → E ×[2],E

√
OE(∞)/E →

√
OE(∞)/E

sends an E-valued point f : T → E, for any k-scheme T , to the E-valued
point [2] ◦ f with line bundle f ∗OE(2∞) and isomorphism

f ∗OE(2∞)⊗2 → f ∗OE(∞+ 0 + 1 + λ) ∼= ([2] ◦ f)∗OE(∞).

Denoting a square root of u(u− 1)(u−λ) in k(E) by z, the isomorphism
of line bundles is the pullback by f of

(·z−1) : OE(4∞)→ OE(∞+ 0 + 1 + λ).

Next, we determine the fiber product

E ×√OE(∞)/E
E.

An object over T consists of a pair of E-valued points f , g : T → E,
satisfying [2] ◦ f = [2] ◦ g, together with an isomorphism

(·s) : f ∗OE(2∞)→ g∗OE(2∞),

such that the diagram

f ∗OE(2∞)⊗2 //

·s2
��

([2] ◦ f)∗OE(∞)

g∗OE(2∞)⊗2 // ([2] ◦ g)∗OE(∞)

commutes. The top map, respectively bottom map, is the pullback of
(·z−1) by f , respectively g. So g is given by f followed by addition of
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a point of E[2]. The commutative diagram translates into the following
possibilities for s = f ∗σ, σ ∈ H0(E,OE(2A− 2∞)), A ∈ E[2]:

σ z−1(A+ ( ))∗z A
(µ, ν ∈ k, ±1 1 ∞
µ2 = −λ, ±µu−1 −λu−2 0
ν2 = λ− 1) ±ν(u− 1)−1 −(1− λ)(u− 1)−2 1

±µν(u− λ)−1 λ(1− λ)(u− λ)−2 λ

Consequently,

E ×√OE(∞)/E
E ∼= E × {(σ,A)}

with (σ,A) as in the table, forming a group of order 8 with composition
law

(σ,A)(σ′, A′) = (σ · σ̃′, A+ A′),

where σ̃′ denotes the pullback of σ′ by the automorphism A + ( ) of
E. This is the group Q8, where the group element (σ,A) acts on E by
translation by A.

Any line bundle on [V/Q8] may be extended to [V/Q8] (cf. the proof
of Proposition 5.5). So there is a Q8-linearized line bundle L on V ,
restricting to L on V . Now V is a semistable model of V , so P(OV ⊕ L)
is a semistable model of X. Using this, we compute ρQ8

π ([X ý Q8]) as

2
(
triv,Q8 ýk(u, v)

(√
u(u− 1)(u− λ)

)
, ()
)

− (triv,Z/2Z ýk(u, v), ()) + . . . .
(10.10)

Finally, we see that the images of (10.8) and (10.10) in Burn2 are
different by an argument, as in Remark 9.6, based on orbifold surfaces
with non-isomorphic divisors E ×BZ/2Z and

√
OE(∞)/E. �

Connection with Grothendieck groups. The Grothendieck ring

K0(Var)

of algebraic varieties over k plays a special role in the theory of motivic
integration: its quotient by the ideal generated the class of the affine
line serves is the universal object in the category of motivic measures.
Incidentally, this quotient is also isomorphic to the free abelian group
generated by stable birational equivalence classes of algebraic varieties
over k [34].

Several authors considered versions of these constructions in the setting
of equivariant geometry and in the framework of stacks, see [11] and the
references therein. There is a Grothendieck group of G-varieties

K0(VarG),
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defined viaG-scissors relations [11, Defn. 3.1]. There is also a Grothendieck
ring of equivariant varieties [11, Defn. 3.7]

K0(Vareq) :=
⊕
G

K0(VarG),

with an additional induction relation. The sum is over all isomorphism
classes of finite groups.

Analogous definitions can be made for DM stacks. The abelian group

K0(DM)

is defined via scissors relations. This is (with the natural ring structure)
the Grothendieck ring of DM stacks [10, §1.1]. There is a well-defined
ring homomorphism

K0(Vareq)→ K0(DM),

cf. [11, (3.15)], combined with [10, Thm. 1.1]. It takes the class of a
smooth quasiprojective G-variety X to the class of the quotient stack
[X/G].

From the initial definition of the Burnside group in [27], it was under-
stood that it was a refinement of K0(Var), in the following sense: there
is a surjective homomorphism

Burn→ gr(K0(Var)).

Here we explain the connection of equivariant and stacky versions of
Grothendieck groups with our formalism of Burnside groups. The key
difference is that, in our approach, we take into account the actions in
normal bundles of strata, in the stabilizer stratification.

There is a naive map

Burn(G)→ gr(K0(VarG)),

that annihilates all triples with nonempty sequence of characters. The
term (1, G ýk(X), ()) is sent to the class of the G-variety X. There is
an analogous map

Burn → gr(K0(DM)),

annihilating pairs with nonempty sequence of characters and sending
(k(X ), ()) to the class of the orbifold X .
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190, CH-8057 Zürich, Switzerland

Email address: andrew.kresch@math.uzh.ch

Courant Institute, 251 Mercer Street, New York, NY 10012, USA
Email address: tschinkel@cims.nyu.edu

Simons Foundation, 160 Fifth Avenue, New York, NY 10010, USA


