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#### Abstract

In this paper we derive a new rank condition which guarantees the arbitrary pole assignability of a given system by dynamic compensators of degree at most $q$. By using this rank condition we establish several new sufficiency conditions which ensure the arbitrary pole assignability of a generic system. Our proofs also come with a concrete numerical procedure to construct a particular compensator which assigns a given set of closed-loop poles.


## I. Introduction

0NE of the main open problems in linear system theory is to determine the minimum order $q$ of a dynamic compensator which can arbitrarily assign the closed-loop poles of a generic $m$-input, $p$-output system of McMillan degree $n$. This problem has the pole placement problem by memoryless feedback as a special case, a subject which was studied by many researchers.

A classical result of Brash and Pearson [1] states that arbitrary pole assignment for a controllable and observable system can be achieved using dynamic compensators of order

$$
\begin{equation*}
q=\min \left(\kappa_{\max }, \nu_{\max }\right) \tag{1}
\end{equation*}
$$

where $\kappa_{\text {max }}$ and $\nu_{\max }$ are the largest controllability and observability index of the plant, respectively. A corollary of this result is that arbitrary pole assignment is possible for the generic system if (see, e.g., [2])

$$
\begin{equation*}
\max (m, p)(q+1) \geq n \tag{2}
\end{equation*}
$$

Despite many attempts and despite many small improvements, one has to say that the result of Brash and Pearson remained one of the major results until a couple of years ago. Of course the question arises "how much better" can one possibly do, and this question was answered by Willems and Hesselink [3] who showed through a "parameter count" that

$$
\begin{equation*}
q(m+p-1)+m p \geq n \tag{3}
\end{equation*}
$$

i.e., $q \geq \frac{n-m p}{m+p-1}$ is a necessary condition for generic pole assignment.

We would like to note at this point that the problem at hand is clearly a nonlinear problem. Since the constraints involved

[^0]can all be expressed through polynomial equations, it is not surprising that one way of studying this problem is by means of algebraic geometry. Unfortunately some of the most powerful theorems available in algebraic geometry require that the field is algebraically closed, a property which the complex numbers have but the reals do not have. Still, it was possible to show through the use of the so-called dominant morphism theorem (Hermann and Martin [4]) and the use of Schubert calculus (Brockett and Byrnes [5], see also [2]) that (3) is also a sufficient condition for the static pole placement problem (i.e., $q$ has to be zero) if complex compensators can be implemented in the feedback loop.

For the general dynamic problem (i.e., $q$ can be larger than zero) Rosenthal [6] proved by applying the so-called projective dimension theorem that (3) is a necessary and sufficient condition if complex compensators can be implemented.

Of course from an engineering point of view the "real problem," i.e., the problem which requires that the compensators have real parameters, remained a long way away from its complexified counterpart. Only recently has significant progress been made.

A first breakthrough was established in 1992 by Wang [7] for the static ( $q=0$ ) pole placement problem. Using algebraic geometric techniques, Wang established the result that the generic system has arbitrary pole assignability if

$$
\begin{equation*}
m p>n \tag{4}
\end{equation*}
$$

missing the necessary condition (3) by only one degree of freedom.

Again, using geometric techniques, Wang and Rosenthal [8] were able to derive the result that

$$
\begin{equation*}
q \max (m, p)+m p>n \tag{5}
\end{equation*}
$$

implies generic pole assignability over the reals. Note that (5) comes close to (3) as long as $q$ and $\min (m, p)$ are small.
Seemingly independently Ariki [9], Leventides and Karcanias [10], [11], and Wang [12] all realized that the geometric techniques employed in [7] and [8] are essentially based on a linearization procedure around a so-called dependent compensator. While Leventides and Karcanias [11] and Wang [12] were using this idea mainly to derive numerical schemes and formulas capable of constructing static ( $q=0$ ) feedback compensators, it was used by Ariki [9] to derive a simplified proof of the sufficiency result (5). Finally independent of [9] and [11], Rosenthal et al. [13] derived a proof of Wang's result which also describes through explicit polynomial equation an
open set of matrices $A, B, C$ which have the pole assignability property.
In this paper we elaborate on the linearization techniques developed in [9]-[14], and we derive a new rank condition which ensures arbitrary pole assignability. Using this condition we prove that the generic system has arbitrary pole assignability if

$$
\begin{equation*}
q(m+p-1)+m p-\min \left(r_{m}(p-1), r_{p}(m-1)\right)>n \tag{6}
\end{equation*}
$$

where $r_{m}=q-m[q / m]$ and $r_{p}=q-p[q / p]$ are the remainders of $q$ divided by $m$ and $p$, respectively. In particular, when $q$ is a multiple of either $m$ or $p$, one has the sufficient condition

$$
\begin{equation*}
q(m+p-1)+m p>n \tag{7}
\end{equation*}
$$

which misses the necessary condition of (3) by only one degree of freedom. Note also that Willems and Hesselink [3] already showed that when $q(m+p-1)+m p=n$, then a real solution may not exist, i.e., (6) is the best possible bound in many situations.

The paper is structured as follows. In the next section we will develop the theory using system descriptions as they have been recently considered in the "behavioral literature." There are many advantages for this approach, and we will say more about this in the course of the paper. Using this quite general setup, we will extend and summarize in this section several of the major theorems which exists in the area of dynamic pole placement.
The main results will be given in Section III. Using generalized first-order representations, we will formulate first the main theorem of this paper and several of its corollaries. The results are mainly based on a careful study of the socalled pole placement map. Of particular importance will be the linearization around a so-called dependent compensator. In Section III we present the main ideas of the proofs, and we illustrate the results on several examples. The more technical parts of the proofs are given in the Appendix.
In Section IV we describe an effective computational method to compute the dynamic compensators assigning any self-conjugate set of poles for any given system which satisfies the rank condition described in Section III.

## II. Preliminary Results and Problem Formulation

In this section we collect some preliminary results and simultaneously establish our notation. It is our intention to develop the theory in a behavioral framework, since the essence of the problems and their solutions are most transparent in this language. For the connection between the behavioral point of view and the classical state-space formulation, we refer to [15]-[17] and also to the recent preprint [18].

As it was already stated in the introduction, it is the goal of this paper to provide a strong sufficiency condition which guarantees that a "generic system" describing "some generic behavior" is arbitrary pole assignable using real dynamic compensators of a bounded McMillan degree.

Recall from [17] that by definition a dynamical system $\Sigma$ is a triple $\Sigma=(T, W, \mathcal{B})$, where $T \subset \mathbb{R}$ is the time axis, $W$ is the
signal space, and $\mathcal{B} \subset W^{T}$ is called the behavior. In this paper we will only consider dynamical systems $\Sigma$ whose time axis $T=\mathbb{R}$, whose signal space $W=\mathbb{R}^{m+p}$, and whose behavior $\mathcal{B} \subset C^{\infty}\left(\mathbb{R}, \mathbb{R}^{m+p}\right)$ has a so-called "kernel representation," i.e., there exists a polynomial matrix $P(s)$ such that

$$
\begin{equation*}
\mathcal{B}=\left\{w(t) \in C^{\infty}\left(\mathbb{R}, \mathbb{R}^{m+p}\right) \left\lvert\, P\left(\frac{d}{d t}\right) w(t)=0\right.\right\} \tag{8}
\end{equation*}
$$

Behaviors having particular kernel representation of the form of (8) are sometimes called "AR"-systems (compare with [19] and [17]), and we will abbreviate it through $\mathcal{B}(P)$. Every such AR-system comes with two important invariants called the rank $r(\Sigma)$ and the McMillan degree $n(\Sigma)$ which are defined as follows: $r(\Sigma)$ is equal to the minimal number of rows needed for a polynomial matrix $P(s)$ which describes the behavior $\mathcal{B}$ in a representation of the form of (8). We will call such a representation a (row) minimal representation.

If the polynomial matrix $P(s)$ is row minimal, then we define the McMillan degree $n(\Sigma)$ as the maximal degree of the full-size minors in one and therefore any minimal representation.

The rank $r(\Sigma)$ and the McMillan degree $r(\Sigma)$ are quite "rough" system invariants. A much finer set of (projective) system invariants are the set of all full-size minors of $P(s)$ in a minimal polynomial representation. This set of system invariants is of particular importance if the system $\Sigma$ is autonomous. Recall that a system $\Sigma=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}\right)$ is called autonomous if the rank $r(\Sigma)=m+p$. If the $(m+p) \times(m+p)$ matrix $P(s)$ describes an autonomous behavior, we define $\operatorname{det} P(s)$ as the characteristic polynomial of $\Sigma$ which we will abbreviate with $\chi_{\Sigma}$. As we just mentioned, $\chi_{\Sigma}$ is a projective invariant, i.e., if

$$
\operatorname{det} P(s)=a_{0}+a_{1} s+\cdots+a_{n+q} s^{n+q}
$$

then $\left(a_{0}, \cdots, a_{n}\right)$ defines a unique one-dimensional subspace, i.e., a point in the projective space $\mathbb{P}^{n}$ (see, e.g., [20]). This point then only depends on the autonomous system $\Sigma$ and does not depend on the particular representation. The roots of $\operatorname{det} P(s)$ are by definition the poles of $\Sigma$.
Next we would like to introduce feedback. For this, assume that $\Sigma_{1}=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}_{1}\right)$ and $\Sigma_{2}=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}_{2}\right)$ are two AR-systems. Then the interconnected system $\Sigma_{1} \wedge \Sigma_{2}$ is defined as

$$
\Sigma_{1} \wedge \Sigma_{2}:=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}_{1} \cap \mathcal{B}_{2}\right)
$$

We say $\Sigma_{1} \wedge \Sigma_{2}$ is a regular interconnection (see [18]) if the ranks "add up," i.e., if

$$
r\left(\Sigma_{1} \wedge \Sigma_{2}\right)=r\left(\Sigma_{1}\right)+r\left(\Sigma_{2}\right)
$$

and we speak of a singular interconnection if this is not the case.

As it is immediate from the definition, the interconnected system $\Sigma_{1} \wedge \Sigma_{2}$ is defined through

$$
\binom{P_{1}\left(\frac{d}{d t}\right)}{P_{2}\left(\frac{d}{d t}\right)} w(t)=0
$$

where $P_{1}, P_{2}$ are polynomial matrices representing $\Sigma_{1}$, respectively, $\Sigma_{2}$. If $P_{1}, P_{2}$ are in addition row minimal representations, then one verifies that $\Sigma_{1} \wedge \Sigma_{2}$ is a regular interconnection if and only if $\binom{P_{1}}{P_{2}}$ is row minimal.

The fundamental question, which is in fact a generalized pole placement problem and which implies many of the "traditional" pole placement questions, now follows.

Problem 2.1: Let $m, p, n, q$ be fixed positive integers. Under what condition is it true that for a generic set of systems system $\Sigma_{1}=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}_{1}\right)$ having rank $r\left(\Sigma_{1}\right)=p$ and McMillan degree $n\left(\Sigma_{1}\right)=n$ the following holds: For every polynomial $\phi \in \mathbb{R}[s]$ of degree $n+q$ there exists a system $\Sigma_{2}=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}_{2}\right)$ having rank $r\left(\Sigma_{2}\right)=m$ and McMillan degree $n\left(\Sigma_{2}\right) \leq q$ such that $\chi_{\Sigma_{1} \wedge \Sigma_{2}}=\phi$.

If Problem 2.1 has a positive answer, we will say that the generic rank $p$ system of McMillan degree $n$ is arbitrary pole assignable in the class of feedback compensators of McMillan degree at most $q$. As it will turn out, in this case the generic $m$-input, $p$-output system of McMillan degree $n$ is then also arbitrary pole assignable using compensators of McMillan degree $q$ only (compare with Theorem 3.3).

A major difficulty in the formulation of Problem 2.1 is of course the term "generic" which we now want to make precise. For this note Kuijper and Schumacher [21] have shown that every AR -system $\Sigma=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}\right)$ has an equivalent firstorder representation, i.e., a "realization." To be precise they showed [21, Th. 4.1] (compare also with [22], [23], [13]) for every system $\Sigma$ having rank $r(\Sigma)=p$ and McMillan degree $n(\Sigma)=n$ the existence of $n \times(m+n)$ matrices $F, G$ and a $(m+p) \times(m+n)$ matrix $H$ such that the behavior $\mathcal{B}$ of $\Sigma$ is equivalently described through the first-order representation

$$
\begin{equation*}
G \dot{z}(t)=F z(t), \quad w(t)=H z(t) \tag{9}
\end{equation*}
$$

In this representation $z(t) \in Z \simeq \mathbb{R}^{m+n}$ describes the set of "internal variables" and $w(t) \in \mathbb{R}^{m+p}$ describes the behavior $\mathcal{B}$. The matrices $F, G$ are linear maps from the space of internal variables $Z \simeq \mathbb{R}^{m+n}$ to the state-space $X \simeq \mathbb{R}^{n}$. The triple $(F, G, H)$ is essentially the same as "a linear machine" as defined in [23, p. 178]. Clearly (9) describes a behavior $\mathcal{B} \subset C^{\infty}\left(\mathbb{R}, \mathbb{R}^{m+p}\right)$, and we will abbreviate this behavior with $\mathcal{B}(F, G, H)$. Corresponding to a change of coordinates in $X$ and $Z$, one has a natural equivalence among pencil representations

$$
\begin{equation*}
(F, G, H) \sim\left(S G T^{-1}, S F T^{-1}, H T^{-1}\right) \tag{10}
\end{equation*}
$$

where $S \in G l_{n}$ and $T \in G l_{m+n}$. Note that the behavior $\mathcal{B}(F, G, H)$ is invariant under those two changes of base.

Recall that a subset $S$ of a vector space $V$ is called a generic set if the complement of $S$ in $V$ is contained in a proper algebraic set. In the sequel we will view triples of matrices $F, G, H$, where $F, G$ are of size $n \times(m+n)$ and $H$ is of size $(m+p) \times(m+n)$ simply as points in the vector space $\mathbb{R}^{(m+p+2 n)(m+n)}$. Based on (9) we will give the following definition.

Definition 2.2: Let $A_{p, m}^{n}$ denote the set of all AR-systems $\Sigma=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}\right)$ having rank $r(\Sigma)=p$ and McMillan degree $n(\Sigma)=n$. A subset $S \subset A_{p, m}^{n}$ is called a generic set
of systems if the set

$$
\begin{equation*}
\{(F, G, H) \mid \mathcal{B}(F, G, H) \in S\} \tag{11}
\end{equation*}
$$

forms a generic set of the vector space $\mathbb{R}^{(m+p+2 n)(m+n)}$.
We would like to motivate this definition a little. First note that the behaviors of the form $\mathcal{B}(F, G, H)$ represent a slightly more general class of behaviors than the set of behaviors representable by a kernel representation of the form of (8), and we refer to [24] and [25] for a detailed treatment. There is an important notion of minimality which extends the notion of observability in a natural way (compare with [25, Th. 2.3] and [26, Def. 2.1]).

Definition 2.3: System (9) is called minimal if the homogeneous pencil $[s G-t F$ ] has (generically) full row rank and if the pencil $\left[\begin{array}{c}s G-t F\end{array}\right]$ has full column rank for all $(s, t) \in$ $\mathbb{C}^{2} \backslash\{(0,0)\}$.

One of the main results derived in [25, Th. 4.4] states that two minimal triples $\left(F_{1}, G_{1}, H_{1}\right)$ and $\left(F_{2}, G_{2}, H_{2}\right)$ define the same (impulsive) behavior if and only if those triples are equivalent in the sense of (10).

Let $Y \subset \mathbb{R}^{(m+p+2 n)(m+n)}$ denote the set of all minimal triples $(F, G, H)$. Theorem 4.4 in [25] essentially says that the orbit space $Y /\left(G l_{n} \times G l_{m+n}\right)$ parameterizes behaviors having a fixed rank and a fixed McMillan degree. Moreover, the main theorem in [26] states that $Y /\left(G l_{n} \times G l_{m+n}\right)$ is isomorphic to the set of so-called homogeneous AR-systems having rank $p$ and McMillan degree $n$, and because of this we will denote this set with $\mathcal{H}_{p, m}^{n}$. The main result in [27] states that $\mathcal{H}_{p, m}^{n}$ has the structure of a smooth projective variety, i.e., it also has the structure of a compact manifold. In the algebraic geometry literature $\mathcal{H}_{p, m}^{n}$ is also referred to as a Quot scheme. For further reference we will quickly calculate the dimension of $\mathcal{H}_{p, m}^{n}$. This one verifies that the group $G l_{n} \times G l_{m+n}$ acts freely on the set $Y$. We therefore conclude that

$$
\begin{align*}
\operatorname{dim} \mathcal{H}_{p, m}^{n} & =\operatorname{dim} Y /\left(G l_{n} \times G l_{m+n}\right) \\
& =\operatorname{dim} Y-\operatorname{dim} G l_{n}-\operatorname{dim} G l_{m+n} \\
& =n(m+p)+m p \tag{12}
\end{align*}
$$

From the above remarks one sees that a subset $S \subset$ $\mathbb{R}^{(m+p+2 n)(m+n)}$ is a generic set if and only if $\pi_{1}(S \cap Y) \subset$ $\mathcal{H}_{p, m}^{n}$ is a generic set, where $\pi_{1}: Y \longrightarrow \mathcal{H}_{p, m}^{n}$ is the canonical projection.

Crucial in our investigation will be the so-called pole placement map associated to a particular plant $P(s):=P_{1}(s)$. Roughly speaking, the pole placement map assigns to a compensator $P_{2}(s)$ the closed-loop characteristic polynomial $\operatorname{det}\binom{P_{1}(s)}{P_{2}(s)}$. To make this precise, we will again use firstorder representations. For this we will represent the polynomial matrix $P_{2}(s)$ which is of size $m \times(m+p)$ through a triple $(F, G, H)$, where $F, G$ are of size $q \times(p+q)$ and $H$ is of size $(m+p) \times(p+q)$ and has the property that $\mathcal{B}(F, G, H)=$ $\mathcal{B}\left(P_{2}\right)$. Let

$$
N:=(m+p+2 q)(p+q)
$$

Identify a polynomial

$$
\phi(s) \in a_{0}+a_{1} s+\cdots+a_{n+q} s^{n+q} \in \mathbb{R}[s]
$$

of degree at most $n+q$ with the point $\left(a_{0}, a_{1}, \ldots, a_{n+q}\right)$ in the vector space $\mathbb{R}^{n+q+1}$. Then the pole placement map is defined as

$$
\begin{align*}
\chi: \mathbb{R}^{N} & \longrightarrow \mathbb{R}^{n+q+1} \\
(F, G, H) & \longmapsto \operatorname{det}\binom{s G-F}{P(s) H} \tag{13}
\end{align*}
$$

The map $\chi$ is a polynomial map and it is characterized through the following important properties:

1) For every $\lambda \in \mathbb{R}$ one has

$$
\chi(\lambda F, \lambda G, \lambda H)=\lambda^{p+q} \chi(F, G, H)
$$

i.e., $\chi$ is homogeneous of degree $p+q$.
2) If $S \in G l_{q}$ and $T \in G l_{p+q}$, then

$$
\chi\left(S G T^{-1}, S F T^{-1}, H T^{-1}\right)=\frac{\operatorname{det} S}{\operatorname{det} T} \chi(F, G, H)
$$

The second property just states that the roots of $\chi(F, G, H)$ (i.e., the poles of the closed-loop system!) do not depend on the representation. In this way we like to see $\chi$ as a map which associates to a particular behavior $\mathcal{B}(F, G, H)$ a point in the projective space $\mathbb{P}^{n+q}$. To clarify this we give the following definition.

Definition 2.4: A compensator $(F, G, H)$ (i.e., the behavior $\mathcal{B}(F, G, H)$ ) is called a dependent compensator if $\chi(F, G, H)=0$. The set of all dependent compensators in $\mathbb{R}^{N}$ will be denoted with $Y_{D}$.

Using those notations, we have a well-defined polynomial map

$$
\begin{align*}
\bar{\chi}: \mathbb{R}^{N} \backslash Y_{D} & \longrightarrow \mathbb{P}^{n+q} \\
(F, G, H) & \longrightarrow \operatorname{det}\binom{s G-F}{P(s) H} \tag{14}
\end{align*}
$$

which assigns to every behavior $\mathcal{B}(F, G, H)$ a unique point in $\mathbb{P}^{n+q}$. We conclude this section by formulating two main sufficiency conditions.

First note that part 2) in the previous remark also states that $\bar{\chi}$ "factors" over the orbit space

$$
Y /\left(G l_{q} \times G l_{p+q}\right)=\mathcal{H}_{p, m}^{q}
$$

Since

$$
\operatorname{dim} \mathcal{H}_{p, m}^{q}=q(m+p)+m p
$$

and since $\operatorname{dim} \mathbb{P}^{n+q}=n+q$, we immediately conclude that the McMillan degree of the compensators must satisfy

$$
\begin{equation*}
q \geq \frac{n-m p}{m+p-1} \tag{15}
\end{equation*}
$$

The main theorem in [6] essentially states that as soon as "complex compensators" are allowed in the feedback loop, then (15) is necessary and sufficient. In our context this means that the domain of the pole placement map $\chi$ is extended to the whole complex vector space $\mathbb{C}^{N}$ resulting in an extended pole placement map $\chi^{c}: \mathbb{C}^{N} \longrightarrow \mathbb{C}^{n+q+1}$. With this preliminary we have an extension of some results reported in [16].

Proposition 2.5: For a generic set $S \subset A_{p, m}^{n}$ of (real) systems $\Sigma=\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}(P)\right) \in A_{p, m}^{n}$ having rank $r(\Sigma)=p$ and McMillan degree $n(\Sigma)=n$, the extended pole placement map $\chi^{c}: \mathbb{C}^{N} \longrightarrow \mathbb{C}^{n+q+1}$ is onto as soon as (15) is satisfied. Moreover, if the number

$$
\begin{equation*}
d(m, p, q):=(m p+q(m+p))!\cdot c \tag{16}
\end{equation*}
$$

where the constant $c$ is defined as

$$
c:=\left|\sum_{n_{1}+\cdots+n_{m}=q} \frac{\left.\prod_{k<j}\left(j-k+\left(n_{j}-n_{k}\right) m+p\right)\right)}{\prod_{j=1}^{m}\left(p+j+n_{j}(m+p)-1\right)!}\right|
$$

is odd, then the (real) pole placement map $\chi$ is onto as well.
Proof: See the Appendix.
The techniques developed in [6] and [16] also provide results for the "traditional dynamic pole placement problem." For this assume that the plant $\Sigma_{1}$ is a $m$-input, $p$-output linear system of McMillan degree $n$ described through

$$
\dot{x}=A x+B u, \quad y=C x
$$

and assume that the compensator $\Sigma_{2}$ is a $p$-input, $m$-output linear system of McMillan degree $q$ described through

$$
\begin{equation*}
\dot{z}=F z+G y, \quad u=H z+K y \tag{17}
\end{equation*}
$$

The closed-loop behavior is then described through

$$
\left[\begin{array}{cc}
\frac{d}{d t} I_{n}-A-B K C & -B H  \tag{18}\\
-G C & \frac{d}{d t} I_{q}-F
\end{array}\right]\left[\begin{array}{c}
x \\
z
\end{array}\right]
$$

In this situation the following proposition (see [16, Th. 5.1]) is true.

Proposition 2.6: Let $q \geq \frac{n-m p}{m+p-1}$. Then for a generic set of matrices $(A, B, C) \in \mathbb{R}^{n(n+m+p)}$ the following is true: For every monic polynomial $\phi(s) \in \mathbb{R}[s]$ of degree $n+q$ there exists a complex dynamic compensator of the form of (17) resulting in the closed-loop characteristic polynomial $\phi(s)$. If in addition the number $d(m, p, q)$ introduced in (16) is odd, then there exists a real compensator assigning the closed-loop characteristic polynomial $\phi(s)$.

Note that Propositions 2.5 and 2.6 state that for certain triples $m, p, q$ (namely the ones for which $d(m, p, q)$ is odd) (15) is necessary and sufficient. For the static pole placement problem this has been observed earlier by Brockett and Byrnes [5]. If $d(m, p, q)$ is even, then the best known sufficient condition for the static pole placement problem misses the complex bound $n=m p$ only by one degree of freedom [7]. In the next section we show that the same is true when $q$ is a multiple of either $m$ or $p$.

## III. Main Resulis

In the sequel we will assume that $m, n, p, q$ are fixed positive integers. $p, n$ characterizes the rank and the McMillan degree of the plant, and $m, q$ will characterize the rank and the McMillan degree of the compensator. Let $[x]$ denote the Gauss bracket, i.e., $[x]$ stands for the largest integer smaller than or equal to $x$. Let $r_{m}=q-m[q / m]$ and $r_{p}=q-p[q / p]$ be
the remainders of $q$ divided by $m$ and $p$, respectively. In all following sufficiency criterions we will assume that

$$
\begin{equation*}
q(m+p)+m p-\min \left(r_{m}(p-1), r_{p}(m-1)\right)>n+q \tag{19}
\end{equation*}
$$

Theorem 3.1: Let $m, n, p, q$ be fixed integers satisfying (19). Then for a generic set of (real) systems $\Sigma=$ $\left(\mathbb{R}, \mathbb{R}^{m+p}, \mathcal{B}(P)\right) \in A_{p, m}^{n}$ having rank $r(\Sigma)=p$ and McMillan degree $n(\Sigma)=n$, the pole placement map $\chi$ introduced in (14) is onto.

Proof: See the Appendix.
We would like to remark that (19) is always at least as good as (5). Moreover, if $q$ is an integer multiple of either $m$ or $p$, then (19) reduces to

$$
q(m+p)+m p>n+q
$$

missing in this way the complex bound of (3) by only one degree of freedom. As a direct consequence we obtain a sufficient condition for Problem 2.1.

Corollary 3.2: Let $m, n, p, q$ be fixed integers satisfying (19). Then every element of a generic set $S \subset A_{p, m}^{n}$ of plants is arbitrary pole assignable in the class of feedback compensators of McMillan degree at most $q$. In other words, Problem 2.1 has a positive answer in this situation.

Proof: See the Appendix.
As it will turn out, the two statements above also give a strong sufficiency criterion for the "traditional" pole placement as formulated before Proposition 2.6. For the "real situation" we have the following theorem.

Theorem 3.3: Let $(A, B, C)$ be a generic set of real matrices of size $n \times n, n \times m$, and $p \times n$, respectively. Let $q$ be a number satisfying (19). Then for every monic polynomial $\phi \in \mathbb{R}[s]$ of degree $n+q$ there exist real matrices $F, G, H$, and $K$ of size $q \times q, q \times p, m \times q$, and $m \times p$, respectively, such that

$$
\phi(s)=\operatorname{det}\left[\begin{array}{cc}
s I_{n}-A-B K C & -B H \\
-G C & s I_{q}-F
\end{array}\right] .
$$

Proof: See the Appendix.
Instead of using an AR-description for the compensator, we can also use an image or MA-description.
For this let $P(s)$ be a $p \times(m+p)$ polynomial matrix which describes the behavior of the plant $\Sigma_{1}$ through the system of autoregressive equations

$$
\begin{equation*}
P\left(\frac{d}{d t}\right) w(t)=0 . \tag{20}
\end{equation*}
$$

Next consider a $(m+p) \times m$ polynomial matrix $Q(s)$ which describes the behavior of the compensator $\Sigma_{2}$ through the image representation

$$
\begin{equation*}
w(t)=Q\left(\frac{d}{d t}\right) \ell(t) . \tag{21}
\end{equation*}
$$

Here $\ell(t)$ is a so-called latent variable [17]. The behavior of the interconnected system is described through

$$
\begin{equation*}
P\left(\frac{d}{d t}\right) Q\left(\frac{d}{d t}\right) \ell(t)=0, \quad w(t)=Q\left(\frac{d}{d t}\right) \ell(t) . \tag{22}
\end{equation*}
$$

As we can describe the behavior (20) of $\Sigma_{1}$ through firstorder representations of the form (9), it is also possible to describe the behavior (21) of the compensator through a statespace system (compare with [17, p. 269] and [22]) of the form
$K \dot{x}(t)+L x(t)+M w(t)=0, \quad x(t) \in \mathbb{R}^{n}, w(t) \in \mathbb{R}^{m+p}$.

Here $K, L$ are matrices of size $(q+m) \times q$, and $M$ is a matrix of size $(q+m) \times(m+p)$. Then we have the following theorem.
Theorem 3.4: Let $F, G$ be generic matrices of size $n \times(m+$ $n)$, and let $H$ be a generic matrix of size $(m+p) \times(m+n)$. Let $q$ be a number satisfying (19). Then for every polynomial $\phi \in \mathbb{R}[s]$ of degree at most $n+q$, there exist real matrices $K, L, M$ of size $(q+m) \times q,(q+m) \times q$, and $(q+m) \times(m+p)$, respectively, such that

$$
\phi(s)=\operatorname{det}\left[\begin{array}{cc}
O_{n \times q} & s G-F \\
s K+L & M H
\end{array}\right] .
$$

Proof: See the Appendix.
The next theorem shows that over the reals "not even" the bound $q(m+p)+m p>n+q$ is in general sufficient.
Theorem 3.5: $q(m+p)+m p>n+q$ does not guarantee even the almost arbitrary pole assignability for the generic system generally if $q$ is not an integer multiple of both $m$ and $p$.

Proof: See the Appendix.
After having formulated all those results we will now explain the main ingredients of the proof. The main idea is based on a polynomial map $\psi$ which will be closely related to the pole placement map $\chi$. For this let $m, n, p, q$ be fixed integers. Let $n=d p+l$, where $l=n-p[n / p]$ is the remainder of $n$ divided by $p$, and let

$$
\begin{equation*}
\nu_{1}=\cdots=\nu_{l}=d+1, \text { and } \nu_{l+1}=\cdots=\nu_{p}=d \tag{24}
\end{equation*}
$$

In the sequel we will identify the set of all $p \times(m+p)$ polynomial matrices $P(s)$ whose $i$ th row degree is at most $\nu_{i}$ with a point in the vector space $\mathbb{R}^{(n+p)(m+p)}$. In this way it also makes sense to speak about a "generic" $p \times(m+p)$ polynomial matrix $P(s)$ of order $n$.

Similarly let $q=k p+r$, where $r=q-p[q / p]$ is the remainder of $q$ divided by $p$, and let

$$
\begin{equation*}
\mu_{1}=\cdots=\mu_{r}=k+1, \text { and } \mu_{r+1}=\cdots=\mu_{p}=k . \tag{25}
\end{equation*}
$$

Using those definitions we can identify a $(m+p) \times p$ polynomial matrices $Q(s)$ whose $i$ th column degree is at most $\mu_{i}$ with a point in the vector space $\mathbb{R}^{(q+p)(m+p)}$.
For every polynomial matrix $P(s)$, we define now a polynomial map $\psi$ which will be closely related to the pole placement map $\chi$

$$
\begin{align*}
\psi: \mathbb{R}^{(q+p)(m+p)} & \longrightarrow \mathbb{R}^{n+q+1} \\
Q(s) & \longmapsto \operatorname{det} P(s) Q(s) . \tag{26}
\end{align*}
$$

In analogy to the properties of $\chi$, the map $\psi$ satisfies:

1) For every $\lambda \in \mathbb{R}$ one has $\psi(\lambda Q(s))=\lambda^{p} \psi(Q(s))$, i.e., $\psi$ is homogeneous of degree $p$.
2) If $S \in S l_{p}$, i.e., if $S \in \mathbb{R}^{p \times p}$ is a matrix with determinant one, then $\psi(Q(s) S)=\psi(Q(s))$.
The main technical result, which we will prove in the appendix and which will be the starting point for many proofs in this paper, is shown.

Proposition 3.6: Let $P(s) \in \mathbb{R}^{(n+p)(m+p)}$ be a generic $p \times(m+p)$ matrix of order $n$. If (19) is satisfied, then $\psi$ is onto.

In the remainder of this section we study the linearization of the map $\psi$, and we will show that if this linearization around a so-called dependent matrix $Q(s)$ is an onto linear map, then the map itself is onto. For this we give the following definition in analogy to [13].

Definition 3.7: A matrix $Q(s)$, whose Jacobian $d \psi_{Q}$ is an onto linear map, will be a full compensator for the plant $P(s)$.

A priori full compensators are only defined for the generic set of Kronecker indexes since the map $\psi$ was introduced in this way. By linearizing, e.g., the pole placement map $\chi$ introduced in (14), the definition also extends to compensators not having the generic set of indexes.

Theorem 3.8: The map $\psi$ introduced in (26) is onto as soon as there is a dependent and full compensator $Q(s)$.

Proof: By the Inverse Function Theorem, $\psi$ maps a neighborhood $Q$ onto a neighborhood of 0 in $\mathbb{R}^{n+q+1}$. Since $\psi$ is homogeneous, $\psi$ is onto.

Remark 3.9: If $\psi$ has no full compensators, then according to Sard's theorem (see, e.g., [20]) the image $\operatorname{Im}(\psi)$ has measure zero. The existence of a full compensator is therefore also necessary. The domain and the range of the map $\psi$ can be naturally extended to the complex vector spaces $\mathbb{C}^{(q+p)(m+p)}$ and $\mathbb{C}^{n+q+1}$, respectively. We will denote this resulting map with $\psi^{c}$. By using the dominant morphism theorem (see [4]), it follows that $\psi^{c}$ is almost onto over $\mathbb{C}$ if and only if there is a full compensator.

In the sequel we will derive conditions which guarantee the existence of full dependent compensators. First recall that the adjoint of a $p \times p$ matrix $A$, denoted by adj $A$, is the $p \times p$ matrix defined by

$$
\begin{equation*}
(\operatorname{adj} A)_{i j}:=\left((-1)^{i+j} A_{j i}\right)_{i, j=1}^{p} \tag{27}
\end{equation*}
$$

where $A_{j i}$ denotes the determinant of the $(p-1) \times(p-1)$ matrix obtained from $A$ by removing the $j$ th row and the $i$ th column. Finally let $\operatorname{tr}$ denote the trace of a matrix.

Theorem 3.10: The Jacobian

$$
d \psi_{Q}: \mathbb{R}^{(q+p)(m+p)} \rightarrow \mathbb{R}^{(n+q+1)}
$$

is given by

$$
\begin{equation*}
X(s) \longmapsto \operatorname{tr}(\operatorname{adj}(P(s) Q(s)) P(s) X(s)) \tag{28}
\end{equation*}
$$

where $X(s)$ is an arbitrary $(m+p) \times p$ polynomial matrix whose $i$ th column degree $\leq \mu_{i}$, i.e., $X(s)$ describes an arbitrary element of the tangent space $\mathbb{R}^{(q+p)(m+p)}$.

Proof: Consider the Taylor series expansion in direction of $X(s)$, i.e.,

$$
\begin{align*}
\psi(Q(s)+\varepsilon X(s))= & \psi(Q(s))+\varepsilon d \psi_{Q} X(s) \\
& + \text { terms of higher order in } \varepsilon . \tag{29}
\end{align*}
$$

Let $q_{1}, \cdots, q_{p}$ and $x_{1}, \cdots, x_{p}$ be the columns of $Q(s)$ and $X(s)$, respectively. Computing the quotient difference

$$
\lim _{\varepsilon \rightarrow 0} \frac{\psi(Q(s)+\varepsilon X(s))-\psi(Q(s))}{\varepsilon}
$$

immediately gives

$$
\begin{align*}
d \psi_{Q} X(s)= & \operatorname{det} P(s)\left[x_{1}, q_{2}, \ldots, q_{p}\right] \\
& +\operatorname{det} P(s)\left[q_{1}, x_{2}, \ldots, q_{p}\right]+\cdots \\
& +\operatorname{det} P(s)\left[q_{1}, q_{2}, \ldots, x_{p}\right] \tag{30}
\end{align*}
$$

Using the definitions of adjoint and trace, one gets the result.
Corollary 3.11: Let $B$ be the $(p+q) \times p$ matrix defined through

$$
B:=\text { block } \operatorname{diag}\left[b_{1}, \ldots, b_{p}\right], \quad b_{i}:=\left[\begin{array}{c}
1 \\
s \\
\vdots \\
s^{\mu_{i}}
\end{array}\right] .
$$

Then a compensator $Q(s)$ is a full compensator if and only if the polynomial entries of the matrix

$$
\begin{equation*}
B(\operatorname{adj}(P(s) Q(s))) F^{\prime}(s) \tag{31}
\end{equation*}
$$

generate the vector space $\mathbb{R}^{n+q+1}$ viewed as the space of all polynomials of degree at most $n+q$.

Remark 3.12: It seems that there are $(q+p)(m+p)$ freedoms in $\mathbb{R}^{(q+p)(m+p)}$. Since for ary matrix $S \in S l_{p}$ one has $\psi(Q(s) S)=\psi(Q(s))$, the rank of the Jacobian $d \psi_{Q}$ can be at most $(q+p)(m+p)-\left(p^{2}-1\right)$, i.e., a necessary condition for the existence of full compensators is

$$
q(m+p)+m p \geq n+q
$$

When a compensator $Q(s)$ is in addition dependent, then the tangent line in direction of $Q(s)$ is in the kernel of $d \psi_{Q}$. So a necessary condition for the existence of dependent full compensators is

$$
q(m+p)+m p>n+q
$$

For a dependent compensator $Q(s)$, the expression for the Jacobian becomes much simpler. Indeed if $P(s) Q(s)$ has rank $\leq p-2$, then $\operatorname{adj} P(s) Q(s)=0$ and it follows that $d \psi_{Q}=0$ as well. If $P(s) Q(s)$ has rank $p-1$., then one can show that adj $P(s) Q(s)$ has rank one and can be factored into $\operatorname{adj} P(s) Q(s)=r(s) l(s)$, where $l(s)$ is a specific vector in the left kernel of $P(s) Q(s)$ and $r(s)$ is a specific vector in the right kernel of $P(s) Q(s)$. As a consequence the Jacobian $d \psi_{Q}$ has the simple form $X(s) \mapsto l(s) P(s) X(s) r(s)$. Since we will not need this result later, we only derive a weaker form of it.

Corollary 3.13: Let $P(s)=\left[\begin{array}{c}P_{1}(s) \\ \alpha(s)\end{array}\right.$, where $\alpha(s)$ denotes the last row of $P(s)$. Let $Q(s)$ be a dependent compensator satisfying $\alpha(s) Q(s)=0$, and let $\beta(s)$ be the last column of adj $P(s) Q(s)$. Then the Jacobian $d \psi_{Q}: \mathbb{R}^{(q+p)(m+p)} \rightarrow$ $\mathbb{R}^{(n+q+1)}$ is given by

$$
\begin{equation*}
X(s) \longmapsto \alpha(s) X(s) \beta(s) \tag{32}
\end{equation*}
$$

and $Q(s)$ is full if and only if

$$
\begin{equation*}
\operatorname{span}_{\mathbb{R}}\left\{s^{k} \alpha_{i}(s) \beta_{j}(s)\right\}=\mathbb{R}^{n+q+1} \tag{33}
\end{equation*}
$$

where $i=1, \ldots, m+p, j=1, \ldots, p, k=0,1, \ldots, \mu_{j}$.
Proof: Only the last column $\beta(s)$ of the matrix adj $P(s) Q(s)$ is nonzero. So

$$
\begin{aligned}
d \psi_{Q}(X(s)) & =\operatorname{tr}((\operatorname{adj} P(s) Q(s)) P(s) X(s)) \\
& =\operatorname{tr}(\beta(s) \alpha(s) X(s)) \\
& =\alpha(s) X(s) \beta(s) .
\end{aligned}
$$

Though we introduced the map $\psi$ simply as a map between real vector spaces, it should be apparent from the paragraph before Theorem 3.4 that the surjectiveness of $\psi$ has direct consequences for the pole placement problem. For this note that if $Q(s)$ is a ( $m+p$ ) $\times p$-dependent compensator having column degrees $\mu_{1} \geq \cdots \geq \mu_{p}$ (not necessarily the generic set of indexes), then it follows immediately that the rank condition (33) guarantees the arbitrary pole assignability in the class of feedback compensators of McMillan degree at most $q:=\sum_{i=1}^{p} \mu_{i}$. The following example gives a first illustration.

Example 3.14: Consider the system

$$
\begin{aligned}
\dot{x} & =\left[\begin{array}{rrrrrr}
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 & 1 & 0
\end{array}\right] x-\left[\begin{array}{rr}
1 & 3 \\
0 & 0 \\
0 & -1 \\
0 & 1 \\
0 & 1 \\
0 & 0
\end{array}\right] u \\
y & =\left[\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] x .
\end{aligned}
$$

We will use a dynamic compensator of McMillan degree $q=1$ (which is the minimum) to assign the closed-loop poles. Generally when $m=p=2, n=6, q=1$, there is a nonempty open set of systems which do not have any dependent compensator and whose pole placement maps are not almost onto (see Example 3.19 and the proof of Theorem 3.5). On the other hand, there also exists a nonempty open set of systems which do have dependent compensators and whose pole placement maps are onto (one can easily write down the conditions). This system is such an example.

By eliminating the state variable $x$, the system becomes

$$
\left[\begin{array}{cccc}
1 & 3-(d / d t)^{2} & (d / d t)^{3} & d / d t \\
0 & 1+d / d t & (d / d t)^{2} & (d / d t)^{3}
\end{array}\right]\left[\begin{array}{l}
u \\
y
\end{array}\right]=0
$$

Let

$$
P(s)=\left[\begin{array}{l}
p_{1}(s) \\
p_{2}(s)
\end{array}\right]=\left[\begin{array}{cccc}
1 & 3-s^{2} & s^{3} & s \\
0 & 1+s & s^{2} & s^{3}
\end{array}\right]
$$

and

$$
Q(s)=\left[q_{1}(s) \quad q_{2}(s)\right] .
$$

Then the (pole placement) map is given by $\psi(Q)=$ $\operatorname{det} P(s) Q(s)$. Let

$$
Q(s):=\left[\begin{array}{rr}
0 & 1 \\
0 & 0 \\
s & 0 \\
-1 & 0
\end{array}\right]
$$

Then $p_{1}(s) Q(s)=\left[s^{4}-s, 1\right]$ and $p_{2}(s) Q(s)=0$, hence $Q(s)$ is a dependent compensator. Using the notations of Corollary 3.13, we have $\alpha(s)=p_{2}(s)=\left[0,1+s, s^{2}, s^{3}\right], \beta_{1}=-1$, $\beta_{2}=s^{4}-s$. Since $\left\{\alpha_{i} \beta_{1}, s \alpha_{i} \beta_{1}, \alpha_{i} \beta_{2} \mid i=1, \cdots, 4\right\}$ span the space of all polynomials of degree $\leq 7, Q(s)$ is also a full compensator, and according to Theorem 3.8 the map $\psi$ is onto. Using Lemma A. 1 one concludes that the map $\chi$ introduced in (14) is surjective as well, i.e., the poles of the closed-loop system can be arbitrarily placed by compensators of McMillan degree $\leq 1$.

To apply Theorem 3.8 to a system $P(s)$, one needs to find a dependent compensator first. Following are some known results from [6] and [7] about existence (and nonexistence) of dependent compensators.

Proposition 3.15:

1) A complex dependent compensator always exists if

$$
q(m+p)+m p>q+n
$$

2) When $q=0$, a real dependent compensator always exists if

## $m p>n$.

In the following we give a new condition which ensures the existence of a real dependent compensator.

Lemma 3.16 Assume a plant $P(s)$ has row indexes $\nu_{1} \geq$ $\cdots \geq \nu_{p}$ and McMillan degree $n=\sum \nu_{i}$. Let $q=k p+r$ where $k=[q / p]$. Then a real dependent compensator of degree at most $q$ exists as soon as

$$
\nu_{p}<k(m+p-1)+m+r_{p}
$$

Proof: Let $p(s)$ be the last row of a row-reduced [28] representation of the plant, and let the column vectors

$$
\left\{q_{1}(s), \ldots, q_{m+p-1}(s)\right\}
$$

be a minimal basis of the kernel ker $p(s)$ in the sense of Forney [28], i.e., $p(s) q_{j}(s)=0$ for all $j$.

$$
\text { Let } \mu_{j}:=\operatorname{deg} q_{j}(s), \mu_{1} \leq \cdots \leq \mu_{m+p-1} \text {. Then }
$$

$$
\begin{equation*}
\sum_{j=1}^{m+p-1} \mu_{j}=\nu_{p}<k(m+p-1)+m+r_{p} \tag{34}
\end{equation*}
$$

We claim that $\sum_{j=1}^{p} \mu_{j} \leq q$. By contradiction, assume that $\sum_{j=1}^{p} \mu_{j}>q$. Then $\mu_{p} \geq k+1$ and

$$
\begin{aligned}
\sum_{j=1}^{m+p-1} \mu_{j} & =\sum_{j=1}^{p} \mu_{j}+\sum_{j=p+1}^{m+p-1} \mu_{j}>q+(m-1)(k+1) \\
& =k(m+p-1)+m+r_{p}-1
\end{aligned}
$$

which contradicts (34). Let

$$
Q(s):=\left[q_{p}(s), \ldots, q_{1}(s)\right] .
$$

Then $Q(s)$ is a dependent compensator of degree $\sum_{j=1}^{p} \mu_{j} \leq$ $q$.

Theorem 3.17: Let $r_{m}=q-m[q / m]$ and $r_{p}=q-p[q / p]$ be the remainders of $q$ divided by $m$ and $p$, respectively. If

$$
\begin{equation*}
q(m+p)+m p-\min \left(r_{m}(p-1), r_{p}(m-1)\right)>n+q \tag{35}
\end{equation*}
$$

then a real dependent compensator of McMillan degree at most $q$ exists.

Proof: First we will assume that $r_{p}(m-1)=$ $\min \left(r_{m}(p-1), r_{p}(m-1)\right)$. Let $P(s)$ be row reduced with row degrees $\nu_{1} \geq \cdots \geq \nu_{p}$. Then, since

$$
\begin{aligned}
\nu_{1} & +\cdots+\nu_{p} \\
& =n<q(m+p-1)+m p-r_{p}(m-1) \\
& =p\left(k(m+p-1)+m+r_{p}\right)
\end{aligned}
$$

one must have $\nu_{p}<k(m+p-1)+m+r_{p}$, and the result follows from the previous Lemma. Now assume that $r_{m}(m-1)=\min \left(r_{m}(p-1), r_{p}(m-1)\right)$. According to Lemma A.1, there exists a $(m+p) \times m$ polynomial matrix $\tilde{P}(s)$ having the property that $\operatorname{det}(\tilde{P}(s), Q(s))=\operatorname{det} P(s) Q(s)$. Using the previous argument once more, one readily establishes the existence of a $m \times(m+p)$ compensator $\tilde{Q}(s)$ having the property that $\operatorname{det} \tilde{Q}(s) \tilde{P}(s)=0$. But this establishes the existence of a dependent compensator of McMillan degree at most $q$.

## Remark 3.18:

1) The condition

$$
q(m+p)+m p-\min \left(r_{m}(p-1), r_{p}(m-1)\right)>n+q
$$

improves the condition

$$
q \max (m, p)+m p>n
$$

given in [8].
2) When $q$ is an integer multiple of either $m$ or $p$, the condition reduces to

$$
q(m+p)+m p>n+q
$$

which is also necessary for the existence of a dependent compensator for a generic system.
3) In general, $q(m+p)+m p>n+q$ does not guarantee the existence of a real dependent compensator of degree at most $q$ (compare it with Proposition 3.15).
The following example proves the third claim of the previous remark.

Example 3.19: Consider the system with $m=p=2$, $n=6$

$$
P(s)=\left[\begin{array}{cccc}
-s^{3} & s & -2 s^{2} & 2  \tag{36}\\
s & s^{3} & 1 & s^{2}
\end{array}\right]
$$

We will show that all the compensators of degree $\leq 1$ are not dependent. For this assume $\operatorname{det} P(s) Q(s)=0$. Then

$$
\begin{align*}
& 2\left(s^{4}+1\right) c_{12}(s)+s^{3} c_{13}(s)+\left(2 s^{5}+s\right) c_{14}(s) \\
& \quad-\left(s^{5}+2 s\right) c_{23}(s)-s^{3} c_{24}(s)+\left(s^{6}+s^{2}\right) c_{34}(s)=0 \tag{37}
\end{align*}
$$

where $c_{i j}(s)=a_{i j}+b_{i j} s$ is the $2 \times 2$ minor of $Q(s)$ consisting of the $i$ th and $j$ th rows. The solutions of (37) are given by

$$
\begin{array}{ll}
a_{34}=-3 b_{14}, & a_{13}=a_{24} \\
a_{14}=-a_{23}, & a_{12}=0 \\
b_{34}=0, & b_{13}=b_{24}  \tag{38}\\
b_{14}=-b_{23}, & b_{12}=-(3 / 2) a_{14}
\end{array}
$$

The minors of $Q(s)$ must satisfy [6]

$$
c_{12}(s) c_{34}(s)-c_{13}(s) c_{24}(s)+c_{14}(s) c_{23}(s)=0
$$

i.e.,

$$
\begin{align*}
& a_{12} a_{34}-a_{13} a_{24}+a_{14} a_{23}=0 \\
& b_{12} b_{34}-b_{13} b_{24}+b_{14} b_{23}=0 \\
& a_{12} b_{34}-a_{13} b_{24}+a_{14} b_{23}+b_{12} a_{34}  \tag{39}\\
& \quad-b_{13} a_{24}+b_{14} a_{23}=0
\end{align*}
$$

Substituting (38) into the first two equations of (39) results in $a_{24}^{2}+a_{23}^{2}=0, b_{24}^{2}+b_{23}^{2}=0$. Since the equations have only the trivial solution $0, Q(s)$ does not have full rank and therefore is not a compensator.

Remark 3.20: Here is the use the language of [16]: (39) defines the projective variety $K_{2,2}^{1}$ in $\mathrm{P}^{11}$, where the homogeneous coordinates are given by $\left\{a_{i j}, b_{i j} \mid 1 \leq i<j \leq 4\right\}$. If $\left\{a_{i j}, b_{i j}\right\}$ are considered as affine coordinates, then (39) defines the affine cone of $K_{1,1}^{1}$ in $\mathbb{R}^{12}$. The center of the pole placement map is defined by (38).

Example 3.21: Consider the system

$$
\left.\begin{array}{l}
\dot{x}=\left[\begin{array}{rrrrrrrrr}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right] x-\left[\begin{array}{ll}
0 & 1 \\
1 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 1 \\
0 & 0 \\
1 & 0
\end{array}\right] u \\
y
\end{array}\right]\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} 1\right] x .
$$

By eliminating the state variable $x$, the dynamics of the system is equivalently described through $P(d / d t)\left[\begin{array}{l}u \\ y\end{array}\right]=0$, where

$$
P(s)=\left[\begin{array}{cccc}
s & 1+s^{4} & s^{5} & 1+s^{2} \\
s^{3} & s & 1 & s^{4}
\end{array}\right]
$$

By Theorem 3.17, any two-input, two-output system of degree nine has a dependent compensator $Q(\varepsilon)$ of degree $\leq 2$ which can be solved from the equation $\alpha(s) Q(s)=0$, where $\alpha(s)$ is the row of degree $\leq 4$ of $P(s)$. For this system $\alpha(s)=$ $\left[s^{3}, s, 1, s^{4}\right]$ and the solution of $\alpha(s) Q(s)=0$ (which is unique up to equivalence) are given by

$$
Q(s)=\left[\begin{array}{rr}
s & 0 \\
0 & -1 \\
0 & s \\
-1 & 0
\end{array}\right]
$$

Let $p_{1}(s)$ be the first row of $P(s)$. Then $p_{1}(s) Q(s)=$ $\left[-1, s^{6}-s^{4}-1\right]$, i.e., $\beta_{1}=-s^{6}+s^{4}+1$ and $\beta_{2}=-1$.

Since $\left\{s^{k} \alpha_{i}(s) \beta_{j}(s) \mid i=1, \cdots, 4, j=1,2, k=0,1\right\}$ span the space of all polynomials of degree $\leq 11, Q(s)$ is full and the closed-loop poles of the system can be arbitrarily placed by compensators of McMillan degree $\leq 2$.

## IV. Computation of the Compensators

Note that Theorem 3.8 gives not only an existence condition but also provides a concrete numerical procedure on how to construct a particular compensator which assigns a given closed-loop characteristic polynomial. Indeed if $d \psi_{Q}$ has full rank, then by the Inverse Function Theorem a small neighborhood of $Q(s)$ is mapped to a small neighborhood of the origin of $\mathbb{R}^{n+q+1}$. Since the solution exists locally, Newton's Method is very effective.

To find the compensator, one can choose an $n+q+1$ dimensional linear subspace $\mathcal{S} \subset \mathbb{R}^{(q+p)(m+p)}$ such that $Q \in$ $\mathcal{S}$, the Jacobian of $\left.\psi\right|_{\mathcal{S}}$ at $Q$ is onto, and $\mathcal{S} \cong \mathbb{R}^{n+q+1}$ locally around $Q$. Since we assume that $Q$ is a full compensator, such a subspace $\mathcal{S}$ always exists.

Let $x=\left[x_{0}, \ldots, x_{n+q}\right]^{t}$ be a point in $\mathcal{S}$ and $J(x)$ be the Jacobian matrix of $\left.\psi\right|_{\mathcal{S}}$ at $x$. Let $\phi$ be the desired closed-loop characteristic polynomial whose coefficients we will represent as a column vector. Starting with the initial value $x^{0}:=Q$, Newton's method computes iteratively

$$
x^{k+1}=x^{k}-J^{-1}\left(x^{k}\right)\left(\psi\left(x^{k}\right)-\delta \phi\right)
$$

As long as $\delta$ is chosen sufficiently close to zero, the procedure converges and in the limit one has

$$
\lim _{k \mapsto \infty} \psi\left(x^{k}\right)=\delta \phi
$$

If $P(s)=\left[-N_{\ell}(s) D_{\ell}(s)\right]$ is a strictly proper system, then det $D_{\ell}(s)$ is the only $p \times p$ minor which has degree $n$. If $\phi(s)$ has been chosen monic and if

$$
Q(s)=\left[\begin{array}{l}
F_{1}(s) \\
F_{2}(s)
\end{array}\right]
$$

is a solution of

$$
\begin{equation*}
\psi(Q(s))=\delta \phi(s) \tag{40}
\end{equation*}
$$

then the determinant of the high-order coefficient matrix of $F_{2}(s)$ must be $\delta$ which means that some of the coefficients of the feedback

$$
u(s)=F_{1}(s) F_{2}^{-1}(s) y(s)
$$

may be very large if $|\delta|$ is too small. To find the solution of (40) for not too small $|\delta|$, one can choose a sequence $\delta_{1}, \delta_{2}, \ldots$ and use Newton's method to solve

$$
\psi(Q(s))=\delta_{i} \phi(s)
$$

with initial point the solution of

$$
\psi(Q(s))=\delta_{i-1} \phi(s)
$$

At each step, as long as the Jacobian has full rank and $\left|\delta_{i}-\delta_{i-1}\right|$ is not too large, Newton's method will always converge to the solution. The following example will illustrate this procedure.

Example 4.1: We have computed the compensators of degree 2 to assign all the closed-loop poles at -1 , i.e., to assign the closed-loop characteristic polynomial to

$$
\begin{equation*}
\phi(s)=(s+1)^{11} \tag{41}
\end{equation*}
$$

for the system of Example 3.21. Let

$$
\mathcal{S}=\left\{\left[\begin{array}{cc}
s+x_{1} & x_{2} \\
x_{3} s+x_{4} & x_{5} s+x_{6}-1 \\
x_{7} & s+x_{8} \\
x_{9} s+x_{10}-1 & x_{11} s+x_{12}
\end{array}\right]\right\} \simeq \mathbb{R}^{12} \subset \mathbb{R}^{16}
$$

and $\psi(x)$ is equal to the determinant of the matrix

$$
\begin{aligned}
& {\left[\begin{array}{cccc}
s & 1+s^{4} & s^{5} & 1+s^{2} \\
s^{3} & s & 1 & s^{4}
\end{array}\right]} \\
& \quad \times\left[\begin{array}{cc}
s+x_{1} & x_{2} \\
x_{3} s+x_{4} & x_{5} s+x_{6}-1 \\
x_{7} & s+x_{8} \\
x_{9} s+x_{10}-1 & x_{11} s+x_{12}
\end{array}\right] .
\end{aligned}
$$

Then from Example 3.21 we know that $\psi(0)=0$, and the Jacobian $d \psi_{0}$ is invertible.
We have chosen $10 \delta$ 's ranging from $\delta=0.0001$ to $\delta=100$. The whole computation for the 10 compensators took less than 1 s using the Matlab Program implemented on a Sun Sparc Station 5. The error of the coefficients of the closed-loop characteristic polynomials are less than $10^{-12}$. The solution for $\delta=0.0001$ is given by

$$
x=\left[\begin{array}{r}
0.00214004341581 \\
-0.02104504752324 \\
-0.00884310288305 \\
-0.02944928498149 \\
-0.02278663800198 \\
-0.03912542173145 \\
-0.05402070678922 \\
-0.05922925443354 \\
-0.00010000000000 \\
0.00355055473649 \\
-0.07410871771878 \\
-0.08383687406781
\end{array}\right] .
$$

A realization of the corresponding compensator having the form $\dot{z}=F z+G y, u=H z+K y$ is given through

$$
\begin{aligned}
F & =\left[\begin{array}{cc}
-10004.5285057393 & -8.8226278165 \\
5.4020706789 & 0.0592292544
\end{array}\right] \\
G & =\left[\begin{array}{cc}
-741.0871771878 & -100 \\
100 & 0
\end{array}\right] \\
H & =\left[\begin{array}{cc}
-10004.5263656958 & -8.8228382670 \\
88.4403946373 & 0.0676146549
\end{array}\right] \\
K & =\left[\begin{array}{cc}
-741.087177187 .8 & -10000 \\
6.5307235152 & 88.4310288305
\end{array}\right] .
\end{aligned}
$$

One can see that some of the coefficients are pretty large. A better compensator occurs at $\delta=0.007$

$$
x=\left[\begin{array}{r}
0.07023965523322 \\
-1.64263288732598 \\
0.29319263081687 \\
0.28288524549330 \\
-0.52474390425059 \\
-6.19840011992110 \\
-0.35279908382239 \\
-8.07257513659406 \\
-0.00700000000000 \\
0.24476520981281 \\
-6.40780358232909 \\
-3.58982854847721
\end{array}\right] .
$$

A realization of the compensator is

$$
\begin{aligned}
F & =\left[\begin{array}{cc}
-430.843146192391 & -55.317304427365 \\
50.399869117485 & 8.072575136594
\end{array}\right] \\
G & =\left[\begin{array}{cc}
-640.780358232909 & -100 \\
100 & 0
\end{array}\right] \\
H & =\left[\begin{array}{cc}
-615.389866481653 & -79.041146939395 \\
-180.317542035331 & -23.283810082511
\end{array}\right] \\
K & =\left[\begin{array}{ll}
-915.400511761299 & -142.857142857143 \\
-268.913428198654 & -41.884661545267
\end{array}\right] .
\end{aligned}
$$

Although it is quite straightforward to compute a particular compensator, we would like to note that practically it might be infeasible to implement those compensators to such accuracy.

We also did some computations for the system of Example 3.14. The following is a compensator of degree one, having the form $\dot{z}=f z+G y, \quad u=H z+y$, and assigning the closedloop characteristic polynomial to $(s+1)^{7}$ with the error less than $10^{-12}$

$$
\begin{aligned}
f & =[20.62953955151900,] \\
G & =[-20.73904858562170 \quad 17.06900541503821] \\
H & =\left[\begin{array}{l}
-1.26295395515190 \\
-0.42590791030379
\end{array}\right] .
\end{aligned}
$$

## V. CONCLUSION

In this paper we studied the dynamic pole placement problem using dynamic compensators of bounded McMillan degree. We provided a strong new sufficiency condition which guarantees arbitrary pole placement with real compensators and which comes very close to the best known necessary condition. We showed the implications of this sufficiency condition through several new theorems, and we illustrated the theory through several examples. In a last section we outlined a way of computing compensators which are capable of assigning a desired closed-loop characteristic polynomial.

## Appendix

We start with a technical lemma which will be needed at several points in this paper.

Lemma A.1: Let $P(s)$ be an arbitrary polynomial matrix of size $p \times(m+p)$. If $Q(s)$ is a polynomial matrix of size $(m+p) \times p$, then there exists a not necessarily unique polynomial matrix $\tilde{Q}(s)$ having the property that

$$
\operatorname{det}(P(s) Q(s))=\operatorname{det}\binom{P(s)}{\tilde{Q}(s)}
$$

Proof: If $Q(s)$ has not-full column rank, then $\operatorname{det}(P(s) Q(s))=0$, and the statement is trivial. So we assume that $Q(s)$ has full column rank. In this case there exists a factorization $Q(s)=Q_{1}(s) R_{1}(s)$ having the property that $Q_{1}(s)$ has full column rank for all $s \in \mathbb{C}$, and $R_{1}(s)$ is ${\underset{\sim}{a}} p \times p$ polynomial matrix. Define a $m \times(m+p)$ matrix $\tilde{Q}_{1}(s)$ and a $m \times m$ matrix $\tilde{R}_{1}(s)_{\tilde{R}}$ through the requirements $\operatorname{Ker} \tilde{Q}_{1}(s)=\operatorname{Im}\left(Q_{1}(s)\right.$ and $\operatorname{det} \tilde{R}_{1}(s)=\operatorname{det} R_{1}(s)$. Then $\tilde{Q}(s):=\tilde{R}_{1}(s) \tilde{Q}_{1}(s)$ has the desired properties.

Remark A.2: From the proof it also follows that the "McMillan degrees," i.e., the degrees of the full-size minors of $\tilde{Q}(s)$ and $Q(s)$ are the same.

Proof of Proposition 2.5: The proof of this proposition largely follows from [16, Th. 2.15]. Some of the notations rely on those papers. Let $K_{p, m}^{q}$ be the variety introduced in [6] and studied in [16] and let $\pi_{2}: \mathcal{H}_{p, m}^{q} \rightarrow K_{p, m}^{q}$ be the canonical projection. ( $\pi_{2}$ assigns to a homogenecus AR-system of size $p \times(m+p)$ all the $p \times p$ full-size minors.) Let $\bar{\rho}: K_{p, m}^{q} \rightarrow \mathbb{P}^{n+q}$ be the associated pole placement map, and let $Y_{D}$ be the set of dependent compensators introduced in Definition 2.4. Those maps are related through the commutative diagram

$$
\begin{array}{ccc}
\mathcal{H}_{p, m}^{q} & \xrightarrow{\pi_{2}} & K_{p, m}^{q} \\
\uparrow \pi_{1} & & \downarrow \bar{p}  \tag{42}\\
Y \backslash Y_{D} & \xrightarrow{\bar{\chi}} & \mathbb{P}^{n--q} .
\end{array}
$$

By the assumptions of the Proposition and by [16, Th. 2.15], $\bar{\rho}$ is surjective of mapping degree $d(m, \rho, q)$ (over $\mathbb{C}$ ), but then the same is true for $\bar{\chi}$.

The following proofs all will rely on Proposition 3.6 which we will prove at the end of this Appendix.

Proof of Theorem 3.1: We give a short proof which relies on some properties of the commutative diagram (42). In the proof of Theorem 3.3 we outline a different way which can also be used to proof Theorem 3.1.

Let $S \subset \mathbb{R}^{(n+p)(m+p)}$ be the set of polynomial matrices whose associated pole placement map $\psi$ introduced in (26) is onto. According to Proposition 3.6, $S$ is a generic set in the vector space $\mathbb{R}^{(n+p)(m+p)}$ and clearly every $P(s) \in S$ has full rank $p$. Consider the map $\pi: S \rightarrow K_{p, m}^{n}$ which assigns to $P(s)$ the full-size minors of $P(s)$. Since $S$ is generic $\pi(S)$ is also generic in the variety $K_{p, m}^{n}$. Let $\pi_{1}, \pi_{2}$ be the morphisms used in (42). Then by "continuity of the Zariski topology" $\pi_{1}^{-1}\left(\pi_{2}^{-1}(\pi(S))\right) \subset Y \subset \mathbb{R}^{N}$ is a generic set. This shows that for the generic system $\Sigma_{1}$ (generic this time with respect to Definition 2.2) represented through the polynomial matrix $P(s)$, the map $\psi$ is surjective. Applying Lemma A. 1 and "realizing" the resulting compensator $\tilde{Q}(s)$ through a first-order triple $(F, G, H)$ establishes the result.

Proof of Corollary 3.2: We have to show that for the generic $p \times(m+p)$ polynomial matrix $P_{1}(s)$ of degree $n$ and for every polynomial $\phi(s) \in \mathbb{R}[s]$ of degree at most $n+q$, there exists a $m \times(m+p)$ polynomial matrix $P_{2}(s)$ of degree at most $q$ having the property that $\operatorname{det}\binom{P_{1}(s)}{P_{2}(s)}=\phi(s)$. Due to Theorem 3.1 there exist matrices $F, G, H$ such that

$$
\operatorname{det}\left(\left[\begin{array}{cc}
0 & P_{1}(s) \\
I_{q} & 0
\end{array}\right]\left[\begin{array}{c}
s G-F \\
H
\end{array}\right]\right)=\phi(s)
$$

By applying Lemma A. 1 with $P(s):=\left[\begin{array}{cc}0 & P_{I}(s) \\ I_{q} & 0\end{array}\right]$ and $Q(s):=$ $\left[\begin{array}{c}s G-F \\ H\end{array}\right]$, the proof is readily established.

Proof of Theorem 3.3: We outline here a proof which extends techniques developed in [13]. The same techniques can also be used for an alternative proof of Theorem 3.1. Consider the set of triples $F, G, H$ which represent strictly proper systems of McMillan degree $n$, i.e., consider all triples of the form

$$
\left[\begin{array}{c}
s G-F \\
H
\end{array}\right]:=\left[\begin{array}{cc}
s I_{n}-A & B \\
C & 0 \\
0 & I_{m}
\end{array}\right]
$$

where $A, C$ forms an observable pair. ( $F, G, H$ is then observable as well [26, Lemma 2.2].) Let the rows of the $p \times(n+m+p)$ matrix $L(s)$ be a minimal basis of the left kernel of $\left[\begin{array}{c}s G-F \\ H\end{array}\right]$, and let $P(s)$ represent the last $m+p$ columns of $L(s)$. Realization theory (compare, e.g., with [21, Th. 4.1] and [24, Th. 5.15]) tells us that the behaviors $\mathcal{B}(P)$ and $\mathcal{B}(F, G, H)$ are the same. Without loss of generality we can assume that the row degrees of $P(s)$ are ordered. As in Corollary 3.13 we will denote the last row of $P(s)$ with $\alpha(s)$. The crucial point is now that using the generalized observability matrix defined in [26, Lemma 2.2], it is possible to express $\alpha(s)$ and therefore the dependent compensator $Q(s)$ polynomially in the parameters of $A, B, C$. (This was done for the static problem in [13, Lemma 4.2]). As for the proof of Proposition 3.6, one shows that the rank condition for the Jacobian becomes purely polynomial in terms of the parameters $A, B, C$. As in [13], the proof is complete if we can construct one example. Since the examples constructed in the proof of Proposition 3.6 all represent strictly proper systems, the same example can be used.

Proof of Theorem 3.4: The proof of Theorem 3.1 also showed that $\psi$ is onto for a polynomial matrix $P(s)$ representing a generic system $\Sigma_{1} \in A_{p, m}^{n}$. $(P(s)$ does not have, in this case, the generic row indexes.) Rewriting both $P(s)$ and $Q(s)$ in terms of first-order representations establishes the result.

Proof of Theorem 3.5: We will show that for $m=p=2$, $q=1$, and $n=6$, there exists a nonempty open set of systems such that the set of unassignable polynomials of each system is a nonempty open set. Since the set of all $2 \times 4$ systems of degree $\leq 6$ is a compact set (see [19]) and the pole placement map $\psi$ is continuous, one needs only to find one system with at least one unassignable polynomial. Consider the system (36) in Example 3.19. We will show that the polynomial $s^{7}-s^{5}+s^{3}-s$ cannot be achieved by any compensator of degree $\leq 1$. As in

Example 3.19, one needs to solve

$$
\begin{align*}
& 2\left(s^{4}+1\right) c_{12}(s)+s^{3} c_{13}(s)+\left(2 s^{5}+s\right) c_{14}(s) \\
& \quad-\left(s^{5}+2 s\right) c_{23}(s)-s^{3} c_{24}(s)+\left(s^{6}+s^{2}\right) c_{34}(s) \\
& \quad=s^{7}-s^{5}+s^{3}-s \tag{43}
\end{align*}
$$

subject to the constraints (39) for $c_{i j}(s)=a_{i j}+b_{i j} s$. The solutions of (43) are given by

$$
\begin{array}{ll}
a_{34}=3 b_{23}, & a_{13}=a_{24} \\
a_{14}=-a_{23}, & a_{12}=0  \tag{44}\\
b_{34}=1, & b_{13}=b_{24} \\
b_{14}=-b_{23}, & b_{12}=-\left(1-3 a_{23}\right) / 2
\end{array}
$$

Substitute (44) into the first two equations of (39)

$$
a_{24}^{2}+a_{23}^{2}=0, \quad \frac{1-3 a_{23}}{2}+b_{24}^{2}+b_{23}^{2}=0
$$

The equations have no real solution.
Proof of Proposition 3.6: Without loss of generality we may assume (compare with the proof of Theorem 3.17) that

$$
r_{p}(m-1)=\min \left(r_{m}(p-1), r_{p}(m-1)\right)
$$

and $q$ is the smallest integer such that

$$
\begin{equation*}
n<q(m+p-1)+m p-r_{p}(m-1) \tag{45}
\end{equation*}
$$

To simplify the notation we use $r$ for $r_{p}$. Let $k, r, d, l, \nu, \mu$ satisfy the definitions as given before Proposition 3.6. Then by (45), we have that

$$
\begin{equation*}
d \leq k(m+p-1)+m+r-1 . \tag{46}
\end{equation*}
$$

Since we assume that $q$ is the smallest integer satisfying (45), it follows that

$$
\begin{array}{ll}
k(m+p-1)+m+r-2<d & \\
\quad \leq k(m+p-1)+m+r-1, & \text { if } r>0 \\
\text { and } &  \tag{47}\\
(k-1)(m+p-1)+m+p-2<d & \\
\quad \leq k(m+p-1)+m-1, & \text { if } r=0
\end{array}
$$

i.e.,

$$
\begin{align*}
e & :=k(m+p-1)+m+r-1-d \\
& = \begin{cases}=0 & \text { if } r>0 \\
\leq m-1 & \text { if } r=0\end{cases} \tag{48}
\end{align*}
$$

Let $S \subset \mathbb{R}^{(p+n)(m+p)}$ be the set of $p \times(m+p)$ full rank polynomial matrices $P(s)$ of row degrees $\nu_{i}$ such that

1) the first $k(m+p)+m+r$ entries of

$$
\left[\alpha(s), \ldots, s^{k} \alpha(s)\right]
$$

generate all polynomials of degree $\leq d+k$ [note that $d+k+1 \leq k(m+p)+m+r$ by (46)];
2) at least one of the first $m$ entries of $\alpha(s)$ is a polynomial of degree $d$;
where $\alpha(s)$ is the last row of a matrix. $S$ is a Zariski open set of $\mathbb{R}^{(p+n)(m+p)}$, and the generic system can be represented by a matrix in $S$. For any $P(s) \in S$ let $Q(s)$ be the $(m+p) \times p$ full rank matrix of column degrees $\mu$ such that

$$
\alpha(s) Q(s)=0
$$

Then the coefficients of $Q(s)$ are polynomials of the coefficients of $\alpha(s)$. Therefore the rank condition (33) defines a Zariski open set of $S$. To finish the proof we just need to find one system in $S$ which satisfies (33).

Since $m=1$ is covered by Proposition 2.5 and since $n<m p$ was done in [7], we may assume that

$$
\begin{equation*}
n \geq m p \quad \text { and } \quad m \geq 2 \tag{49}
\end{equation*}
$$

Then

$$
\begin{equation*}
d \geq m \geq 2 \tag{50}
\end{equation*}
$$

We first consider the case

$$
\begin{equation*}
k>0 \tag{51}
\end{equation*}
$$

See (52), shown at the bottom of the page, and

$$
Q(s)=\left[\begin{array}{rrlr}
0 & 0 & \cdots & 0  \tag{53}\\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 0 \\
-1 & 0 & \cdots & 0 \\
s^{\mu_{1}} & -1 & \cdots & 0 \\
0 & s^{\mu_{2}} & \ddots & \vdots \\
\vdots & \vdots & \ddots & -1 \\
0 & 0 & \cdots & s^{\mu_{p}}
\end{array}\right]
$$

where $b_{i}(s)$ is defined by

$$
\begin{array}{lr}
b_{1}(s)=1 & \\
b_{i}(s)=s^{k} b_{i-1}(s) & \text { for } 2 \leq i \leq p-r+1 \text { and } \\
& p+2 \leq i \leq p+e+1 \\
b_{i}(s)=s^{k+1} b_{i-1}(s) & \text { for } p-r+2 \leq i \leq p+1 \text { and } \\
& p+e+2 \leq i
\end{array}
$$

(note that $b_{p}(s)=s^{k(m+p-1)+m+r-1-e}=s^{d}$ ), and choose nonzero $a_{1}, \cdots, a_{p-1}$ such that the rows of

$$
\begin{align*}
& P_{1}(s) Q(s)= \\
& {\left[\begin{array}{cccccc}
-a_{1} & s^{\nu_{1}+\mu_{2}} & -s^{\nu_{1}} & 0 & \cdots & 0 \\
a_{2} s^{\mu_{1}} & -a_{2} & s^{\nu_{2}+\mu_{3}} & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & -s^{\nu_{p-2}} \\
0 & \cdots & 0 & a_{p-1} s^{\mu_{p-2}} & -a_{p-1} & s^{\nu_{p-1}+\mu_{p}}
\end{array}\right]} \tag{55}
\end{align*}
$$

form a minimal basis in the sense of Forney [28] (one can prove by induction on $p$ that such $a_{i}$ 's exist). Let $\beta(s)$ be the last column of adj $P_{1}(s) Q(s)$. Therı according to (33), we have to show that

$$
\begin{aligned}
& \operatorname{dim} \operatorname{sp}_{\mathbb{R}}\left\{s^{i} \beta_{j}(s) \mid i=0, \ldots, \tau_{j}\right. \\
& \quad j=1, \ldots, p\}=n+q+1
\end{aligned}
$$

where $\tau_{1}=\cdots=\tau_{r}=d+k+1$, and where $\tau_{r+1}=\cdots=$ $\tau_{p}=d+k$. For

$$
\begin{array}{ll}
i=0, \cdots, \nu_{p}+\mu_{1} & \text { if } j=1 \\
i=0, \cdots, \nu_{j-1}+\mu_{j}-1 & \text { if } j=2, \cdots, p
\end{array}
$$

consider the polynomials $\left\{s^{i} \beta_{j}(s)\right\}$. It is enough to show that this set of polynomials forms a linearly independent set over $\mathbb{R}$. (Note that there are exactly $n+q+1$ polynomials). If not, then see (56) shown at the bottom of the previous page, for some nonzero polynomials $\left\{f_{i}(s)\right\}$ with

$$
\begin{array}{r}
\operatorname{deg} f_{1}(s) \leq \nu_{p}+\mu_{1} \quad \text { and } \quad \operatorname{deg} f_{i}(s) \leq \nu_{i-1}+\mu_{i}-1 \\
i=2, \cdots, p \tag{57}
\end{array}
$$

Since the $p-1$ rows of $P_{1}(s) Q(s)$ form a minimal basis, by the main result of [28] there are polynomials $h_{1}(s), \ldots, h_{p-1}(s)$ such that

$$
\left[h_{1}(s), \cdots, h_{p-1}(s)\right] P_{1}(s) Q(s)=\left[f_{1}(s), \cdots, f_{p}(s)\right]
$$

$$
\begin{gather*}
P(s)=\left[\begin{array}{c}
P_{1}(s) \\
\alpha(s)
\end{array}\right]=\left[\begin{array}{cccccccccc}
0 & \cdots & 0 & a_{1} & 0 & s^{\nu_{1}} & 0 & \cdots & \cdots & 0 \\
0 & \cdots & 0 & 0 & a_{2} & 0 & s^{\nu_{2}} & \cdots & \cdots & 0 \\
\vdots & & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \vdots & \vdots & \vdots & & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & \cdots & a_{p-1} & 0 & s^{\nu_{p-1}} \\
b_{m+p}(s) & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & b_{3}(s) & b_{2}(s) & b_{1}(s)
\end{array}\right]  \tag{52}\\
\operatorname{det}\left[\begin{array}{cccccc}
-a_{1} & s^{\nu_{1}+\mu_{2}} & -s^{n u_{1}} & 0 & \cdots & 0 \\
a_{2} s^{\mu_{1}} & -a_{2} & s^{\nu_{2}+\mu_{3}} & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & -s^{\nu_{p-2}} \\
0 & \cdots & 0 & a_{p-1} s^{\mu_{p-1}} & -a_{p-1} & s^{\nu_{p-1}+\mu_{p}} \\
f_{1}(s) & \cdots & \cdots & \cdots & \cdots & f_{p}(s)
\end{array}\right]=0 \tag{56}
\end{gather*}
$$

$$
\begin{align*}
& {\left[\begin{array}{ccccccccccccc}
0 \\
0 & \cdots & a_{1} & 0 & s^{\nu_{1}} & 0 & \cdots & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & a_{2} & 0 & s^{\nu_{2}} & \cdots & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \ddots & \ddots & \ddots & & \vdots & \vdots & \vdots & & \vdots \\
\vdots & & \vdots & \vdots & & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & \cdots & \cdots & a_{r-1} & 0 & s^{\nu_{r-1}} & 0 & 0 & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & a_{r} & 0 & s^{\nu_{r}} & 0 & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & 0 & 0 & a_{r+1} & s^{\nu_{r+1}} & \cdots & 0 \\
\vdots & & & & & & \vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & 0 & 0 & 0 & \cdots & a_{p-1} & s^{\nu_{p-1}} \\
s^{d} & \cdots & \cdots & \cdots & \cdots & \cdots & s^{2} & s & 1 & 0 & \cdots & 0 & 0
\end{array}\right]} \tag{58}
\end{align*}
$$

Let $i$ be the smallest such that

$$
\operatorname{deg} h_{i}(s) \begin{cases}>\operatorname{deg} h_{j}(s) & \text { for all } j<i \\ \geq \operatorname{deg} h_{j}(s) & \text { for all } j>i .\end{cases}
$$

Then

$$
\begin{aligned}
f_{i+1}(s)= & -s^{\nu_{i-1}} h_{i-1}(s)+s^{\nu_{i}+\mu_{i+1}} h_{i}(s) \\
& -a_{i+1} h_{i+1}(s)+a_{i+2} s^{\mu_{i+1}} h_{i+2}(s) .
\end{aligned}
$$

(Let the corresponding term be zero if there is no such subscript.) By (48) and (49), $\nu_{i-1} \leq \nu_{i}+\mu_{i+1}$ and $\mu_{i+1}<$ $\nu_{i}+\mu_{i+1}$. So $\operatorname{deg} f_{i+1}(s)=\nu_{i}+\mu_{i+1}+\operatorname{deg} h_{i}(s) \geq \nu_{i}+\mu_{i+1}$ which is a contradiction.

Now we consider the case $k=0$. For this see (58) shown at the top of the page [note that $d+1=m+r$ by (45) and (47)], and

$$
Q(s)=\left[\begin{array}{cccccc}
0 & \cdots & \cdots & \cdots & \cdots & 0  \tag{59}\\
\vdots & & & & & \vdots \\
0 & & & & & \vdots \\
-1 & & & & & \vdots \\
s^{\mu_{1}} & \ddots & & & & \vdots \\
\vdots & \ddots & -1 & & & \vdots \\
\vdots & & s^{\mu_{r}} & 0 & & \vdots \\
\vdots & & & s^{\mu_{r+1}} & \ddots & \vdots \\
\vdots & & & & \ddots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & s^{\mu_{p}}
\end{array}\right] .
$$

Then see (60) shown at the top of the page. The same argument as in the case $k>0$ can be applied as well. Hence a full dependent compensator exists for the generic polynomial matrix $P(s) \in \mathbb{R}^{(p+n)(m+p)}$ and the proof is complete.
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